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Boards of Directors and Supervisory Boards are entering a new era of responsibility. With the 
EU AI Act, ISO/IEC 42001, the OECD AI Principles, and the NIST AI RMF, AI oversight is 
no longer optional but a fiduciary duty. Yet, no operational, certifiable framework exists to 
guide Boards in fulfilling this role. 

The AIGN Supervisory AI Governance Framework (SAIGF) provides the world’s 
holistic, certifiable model to make AI oversight measurable, auditable, and globally 
interoperable at the Board level. 

It defines core supervisory duties, literacy requirements, oversight instruments (risk 
dashboards, quarterly reports, escalation playbooks), assurance pathways, and disclosure 
logic. Integrated with AIGN OS, SAIGF equips Boards to embed AI governance into 
corporate accountability structures — making AI risks visible, reportable, and controllable. 

Designed for Supervisory Boards, Audit & Risk Committees, and regulators, the framework 
aligns with global corporate governance codes (e.g., Germany’s ARAG/Garmenbeck, 
Delaware Caremark, UK Corporate Governance Code 2024) and upcoming AI-specific 
regulations. It enables Boards to govern AI as infrastructure, not as an abstract risk. 

2. Management Summary – AIGN SAIGF 

Context & Urgency 

Legal liability: why Boards can’t treat AI as “nice to have” oversight 

Germany (ARAG/Garmenbeck, BGH 1997 → duty to pursue claims & oversee material 
risks). 
The Federal Court of Justice’s ARAG/Garmenbeck ruling clarified that Supervisory Boards 
must actively examine potential claims against executives and ensure effective monitoring of 
material corporate risks. Failure to establish and use such oversight can trigger liability. 
Subsequent commentary notes the doctrine’s continuing force and later reinforcement in case 
law, raising the standard of diligence expected from Aufsichtsräte. iuraquest.deRimon Law 

USA (Caremark doctrine, Delaware → “duty of oversight” for mission-critical risks). 
Delaware law requires boards to implement and monitor reasonable information and reporting 
systems that surface “mission-critical” risks to directors in a timely way. The modern line of 
cases (e.g., Marchand v. Barnhill ; Boeing derivative litigation) makes clear that when the 
subject matter is mission-critical to the enterprise, board-level oversight, regular agenda time, 
reporting pathways, and documented follow-up are expected—or directors face litigation 
exposure. corpgov.law.harvard.eduAmerican Bar AssociationSidley Austin 

Implication for AI. 
As AI rapidly becomes “mission-critical” across sectors (from underwriting and HR to safety-
relevant operations), the German and Delaware standards converge on a simple rule for 
Boards: if AI touches core processes or creates high-impact risks, the Board must be able to 
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show that a functioning oversight and reporting system exists—and that it is used. That is 
exactly what a Board-level AI governance framework operationalizes. 

Regulatory drivers: AI oversight is becoming a Board-duty by design 

EU AI Act (phased application through 2025–2026; strict regime for “high-risk AI”). 
The AI Act—now enacted as Regulation (EU) 2024/1689—creates the world’s 
comprehensive, risk-based AI law. It hard-wires requirements such as documented risk 
management, human oversight, data governance, logging, and post-market monitoring 
for high-risk AI. The EU’s official materials and consolidated timelines confirm staged 
obligations, with no delay to core deadlines; high-risk obligations and broad governance 
expectations will bite through 2025–2026. For Boards, this translates into assurance that such 
controls actually exist and are effective. Digitale Strategie EuropaKünstliche Intelligenz 
Gesetz EU+2Künstliche Intelligenz Gesetz EU+2Reuters 

UK Corporate Governance Code 2024 (Provision 29 → Board “effectiveness statement” 
on material internal controls). 
From reporting periods beginning in 2026, UK-listed company boards must make a 
declaration on the effectiveness of material internal controls. While technology- or AI-
specific language is not mandated, the FRC’s Code and guidance elevate the expectation that 
boards evidence control effectiveness over emerging, material risk domains—an obvious 
landing zone for AI controls where AI is operationally significant. FRC (Financial Reporting 
Council)+1charterediia.org 

Implication for AI. 
Between the AI Act’s mandatory risk/oversight requirements and the UK Code’s explicit 
control-effectiveness declaration, boards will need formal AI control systems, clear reporting 
lines, and audit-ready documentation. “We trust our teams” will not survive regulatory or 
investor scrutiny. 

 

Market signals: capital markets already price AI as a Board-level risk 

Fortune 500 risk disclosures surged ~473% YoY (2024). 
Independent analyses reported a dramatic rise in Fortune 500 companies flagging AI as a risk 
factor in annual reports—+473.5% year-on-year—reflecting the speed at which AI risk has 
become mainstream at scale. FortuneTech Monitor 

S&P 500: ~72% mention AI in their 10-K (2023). 
The Center for Audit Quality (CAQ) found that 359 S&P 500 issuers (~72%) referenced AI 
in their 2023 Form 10-K filings, underscoring a rapid normalization of AI-related risk and 
opportunity disclosures in the core investor document. thecaq.org 

Implication for AI. 
Once risk is acknowledged in 10-K/AR language, boards must be able to answer: What are  
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our AI risks? What controls exist? What incidents occurred? How do we assure  
effectiveness?  Markets, auditors, and plaintiffs’ bars will assume those answers exist—and 
are board-owned. 

What this means for Supervisory Boards—now 

• Liability lens: ARAG/Garmenbeck and Caremark both expect a working oversight 
system for material risks. If AI touches “mission-critical,” Boards need evidence of 
dashboards, reporting cadences, and escalation 
pathways. iuraquest.decorpgov.law.harvard.edu 

• Regulatory lens: The EU AI Act and UK Code tie AI oversight into formal 
compliance and control-effectiveness narratives. Board-level verification (not just 
management attestation) becomes prudent—and, functionally, required. Digitale 
Strategie EuropaFRC (Financial Reporting Council) 

• Capital-markets lens: Disclosures are up sharply; investors will expect assurance-
grade AI governance, not aspirational statements. thecaq.orgFortune 

This is precisely the gap the AIGN Supervisory AI Governance Framework™ 
(SAIGF) fills: it turns these legal, regulatory, and market pressures into a codified, 
certifiable Board oversight system—aligning duties with concrete instruments (Board AI 
Risk Dashboard, Quarterly AI Governance Reports, Decision Rights Matrix, Assurance 
pathways) and a clear mapping into AIGN OS. 

3. Executive Entry Section – Why Board Oversight Must 
Be Operationalized 

Purpose – From fiduciary duty to system responsibility 

Supervisory Boards and Directors are no longer only guardians of financial integrity—they 
are stewards of enterprise-critical risk domains. With AI now embedded in core processes, 
from credit scoring and hiring to safety-relevant decision-making, AI governance is no longer 
a technical detail but a fiduciary duty. Purposeful oversight ensures that AI systems are 
deployed responsibly, legally, and in line with corporate values. 

 

Global Signals – The governance wake-up call 

• Litigation signals: German ARAG/Garmenbeck and U.S. Caremark rulings confirm 
that Boards must establish and monitor effective reporting systems for “mission-
critical risks.” AI increasingly qualifies. 

• Regulatory signals: 
o EU AI Act (2026) makes Board-level assurance of high-risk AI compliance 

unavoidable. 
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o UK Corporate Governance Code (2024) demands effectiveness statements on 
material internal controls. 

• Market signals: AI risk mentions in Fortune 500 reports surged +473% in 2024, 
while 72% of S&P 500 firmsreferenced AI in their 10-K filings. Investors now 
assume Boards have oversight systems in place. 

• Reputational signals: AI failures—biased recruitment tools, wrongful credit denials, 
safety incidents—trigger headlines and shareholder lawsuits. Boards cannot afford 
“blind spots.” 

What AIGN Offers – The Supervisory AI Governance Framework (SAIGF) 

AIGN provides the world’s codified and certifiable framework for embedding AI oversight 
into Board practice. SAIGF delivers: 

• Mandate & Liability alignment – AI defined as a Board-level risk. 
• AI Governance Literacy for Boards™ – competence comparable to financial 

literacy. 
• Oversight Instruments – Board AI Risk Dashboard™, Quarterly AI Governance 

Reports, escalation logic. 
• Structural anchoring – Committees & Decision Rights Matrix™. 
• Assurance & Certification – aligned with EU AI Act, ISO/IEC 42001, NIST AI 

RMF. 
• Transparency – Annual Statement of AI Governance for investors and stakeholders. 

Strategic Benefits – Oversight as competitive advantage 

• For Boards: Defensible liability protection, competence, and reputation safeguard. 
• For Enterprises: Investor trust, ESG strength, and operational resilience. 
• For Regulators: Evidence of effective oversight, alignment with legal mandates. 
• For Stakeholders: Visibility, accountability, and trust in responsible AI. 
• For Society: A governance culture where AI is subject to the highest corporate 

accountability structures. 

 

Actions for Boards – From awareness to assurance 

1. Recognize AI as material risk – include AI oversight as a standing Board agenda 
item. 

2. Adopt SAIGF tools – implement the Risk Dashboard, Quarterly Reports, and 
escalation playbooks. 

3. Build competence – certify directors through AI Governance Literacy for Boards™. 
4. Integrate into committees – assign AI oversight to Audit/Risk or create a dedicated 

Technology & AI Committee. 
5. Disclose oversight – publish an Annual AI Governance Statement as part of 

governance reporting. 
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Summary 

Board oversight of AI must be operationalized: codified in mandates, supported by tools, 
strengthened by literacy, and evidenced through disclosure. 
The AIGN Supervisory AI Governance Framework™ is the vehicle for this 
transformation—turning fiduciary exposure into strategic leadership. 

 

4. The Challenge - Why Boards Are Aware but 
Unprepared 

Awareness without structure 

Over the past two years, AI  has risen sharply on the radar of Supervisory Boards and 
Directors. Surveys by PwC, Deloitte, and NACD show that most boards now list AI as 
a strategic risk and opportunity, and AI is discussed in Audit or Risk Committees. 
However, this awareness remains episodic: boards acknowledge AI as material, but lack the 
infrastructure to oversee it consistently. 

No AI Governance Literacy requirement 

Unlike financial oversight, where many jurisdictions mandate “financial literacy” for Audit 
Committee members, there is no parallel literacy requirement for AI governance. 
Directors often lack the baseline understanding of: 

• What qualifies as high-risk AI under the EU AI Act. 
• How AI risks differ from cybersecurity, ESG, or compliance. 
• Which technical and cultural controls (bias testing, human oversight, data quality) 

must be in place to satisfy regulators. 

This literacy gap means boards cannot reliably challenge management or interpret technical 
risk dashboards. Studies show that only 19% of organizations provide AI governance 
training to boards or executives—leaving most directors dependent on management 
briefings or consultants. 

No oversight tools or board-ready instruments 

Boards currently lack operational tools to oversee AI in the same way they oversee finance, 
audit, or sustainability. 

• No standardized AI Risk Dashboard equivalent to financial KPI packs. 
• No Quarterly AI Governance Report analogous to ESG or compliance reporting. 
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• No incident escalation playbooks that mandate management to notify the board of 
AI-related failures. 

Without such instruments, boards rely on ad hoc presentations or high-level strategy slides—
insufficient for demonstrating effective oversight in litigation or regulatory audits. 

 
No audit frameworks for AI oversight 

Auditors are only beginning to build methodologies for AI-related controls, and regulators 
have not yet issued Board-level audit standards for AI governance. Unlike SOX or CSRD 
frameworks, there is no established expectation for how boards should test AI oversight 
effectiveness. This leaves directors exposed: they are accountable for AI risks, but lack 
assurance logic to prove control effectiveness. 

 

Over-reliance on external advisors (Big4, consultants) 

In practice, boards outsource AI risk discussions to Big4 firms and specialized advisors. 
While helpful for awareness, this creates dependency and liability blind spots: 

• Advisors present risks, but the board remains responsible under fiduciary law. 
• External slide decks do not constitute a working reporting system as required by 

Caremark or ARAG/Garmenbeck. 
• Regulators may view reliance on consultants as inadequate if internal governance 

systems are absent. 

Thus, boards risk being seen as passive recipients of advice rather than active overseers of AI 
governance. 

Implication: a structural oversight vacuum 

The paradox is stark: 

• Boards are accountable for AI under evolving law (EU AI Act, UK Code, 
Delaware/DE law). 

• But boards lack literacy, instruments, and assurance frameworks. 
• Result: AI oversight is fragmented, inconsistent, and easily challenged in court, 

audits, or the press. 

This structural vacuum creates the exact conditions for liability, reputational risk, and 
regulatory penalties—and demonstrates why a codified, Board-specific AI Governance 
Framework like SAIGF is urgently required. 
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5. Board Duties & Personal Liability – From Caremark to 
Garmenbeck 

1. Context & Legal Foundations 

Supervisory Boards and Directors now operate in a high-liability environment. Global 
jurisprudence has made Board-level oversight of “mission-critical risks” non-negotiable: 

• Delaware / Caremark Doctrine (U.S.): 
Since In re Caremark (1996) , reinforced in Marchand v. Barnhill  
(2019)  and Boeing Derivative Litigation (2021) , Boards must establish and actively 
use a Board-level information and monitoring system for mission-critical risks. 
Failure exposes directors to oversight liability claims. 

• Officer Duty of Oversight (McDonald’s 2023, Delaware): 
Courts extended oversight obligations to corporate officers. Not only directors, but 
also senior executives must ensure that functioning reporting and monitoring systems 
exist for critical risk areas. This creates a full governance chain from management to 
Board. 

• Germany – ARAG/Garmenbeck (BGH 1997): 
The Federal Court of Justice ruled that Supervisory Boards must examine and, if 
necessary, pursue claims against executives in cases of duty violations. In the AI 
context, this means Boards must not only detect deficiencies in AI risk controls but 
also initiate documented escalation and enforcement steps. 

2. Implications for AI Governance 

Artificial Intelligence is already mission-critical across industries (e.g., credit scoring, 
recruitment, safety-critical decision-making). This triggers full application of these liability 
doctrines: 

• A Board without a functioning AI oversight system risks personal liability. 
• Minutes, Board agendas, and Red-Flag documentation become vital evidence in 

litigation and audits. 
• Where management ignores AI compliance failures, the Supervisory Board is obliged 

under ARAG/Garmenbeckto pursue claims. 

3. Duties Matrix – Board / Committee / Officer 

• Board Duties (Plenum): 
o Establish an AI Oversight System (dashboards, quarterly reports, escalation 

playbooks). 
o Include AI risk as a standing agenda item. 
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o Document deliberations and decisions in Board minutes. 
o Review potential management breaches and, where necessary, pursue claims 

(ARAG/Garmenbeck path). 
• Committee Duties (Audit, Risk, or AI Committee): 

o Receive and review detailed AI oversight reports. 
o Maintain a Red-Flag Register (escalations, deficiencies, regulatory findings). 
o Recommend enforcement or remedial actions to the full Board. 

• Officer Duties (Executives): 
o Establish and operate the internal AI reporting and control system. 
o Escalate AI incidents beyond defined thresholds (bias, safety, compliance). 
o Ensure completeness and accuracy of Board AI dashboards and quarterly 

reports. 

4. Charter Integration – Recommended Clauses 

To make SAIGF enforceable, Board and Committee Charters should include explicit AI 
governance clauses, for example: 

• “The Supervisory Board recognizes Artificial Intelligence (AI) as a mission-critical  
risk  and commits to establishing a documented oversight system.” 

• “The Audit / Risk / AI Committee maintains a Red-Flag Register and reports 
quarterly to the Supervisory Board.” 

• “The Supervisory Board shall review potential claims against executives in line 
with ARAG/Garmenbeck obligations when AI risk governance failures occur.” 

• “All Directors and Officers commit to participation in AI Governance Literacy for 
Boards™ and maintain documented competence records.” 

5. Outcome 

This Duties Matrix operationalizes Caremark and ARAG/Garmenbeck into a structured 
oversight system. It reduces directors’ liability exposure, enhances legal defensibility, and 
embeds AI as a visible, mission-critical responsibility at Board level. 

 

6. Internal Controls & Board Statement – Assurance of 
AI Governance Effectiveness 

1. Context & Regulatory Foundations 

• UK Corporate Governance Code (2024), Provision 29: 
From accounting periods beginning 1 January 2026, listed company Boards must 
publish a yearly statement on the effectiveness of material internal controls. 
Although the Code does not explicitly name AI, the Financial Reporting Council has 
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clarified that Boards must include emerging, enterprise-critical risk domains—AI 
clearly falls within this scope. 

• EU NIS2 Directive (2022/2555): 
NIS2 expands management and supervisory liability for cybersecurity governance. 
It explicitly requires that Boards of Directors are trained and can be held personally 
responsible for governance failures in critical information systems. As AI increasingly 
underpins core ICT infrastructures, AI-related risk chains are directly in scope. 

• EU DORA Regulation (2022/2554): 
DORA requires management and Boards to oversee ICT risk management, including 
resilience testing and incident recovery. Since AI systems frequently operate within 
critical ICT stacks, AI operations must be integrated into the same internal 
control and resilience regimes. 

• OECD Principles of Corporate Governance (2023 update): 
OECD stresses the Board’s responsibility for ensuring that risk management and 
internal controls cover material technological risks. This establishes a global 
baseline expectation for Boards to explicitly include AI in internal control 
effectiveness reviews. 

2. Implications for AI Oversight 

• AI controls are not just technical safeguards; they are Board-level internal 
controls akin to financial, ESG, or cyber risk controls. 

• Boards must be able to demonstrate control effectiveness, not just intent. “We trust 
management” is insufficient under Provision 29 and NIS2 liability standards. 

• Without documented internal controls over AI, Boards risk regulatory breaches, 
audit findings, litigation exposure, and investor distrust. 

3. Internal Controls over AI (ICA) – Core Dimensions 

The SAIGF introduces Internal Controls over AI (ICA) as a structured Board responsibility. 
ICA ensures that AI risk controls are designed, tested, and disclosed consistently. 

• Governance Controls: Clear mandates, oversight responsibilities, Decision Rights 
Matrix™. 

• Operational Controls: Risk dashboards, quarterly reporting, incident escalation 
playbooks. 

• Technical Controls: Data quality validation, bias testing, robustness checks, audit 
trails. 

• Compliance Controls: Alignment with EU AI Act, ISO/IEC 42001, NIS2/DORA. 
• Disclosure Controls: Processes to support Annual AI Governance Statements and 

regulatory filings. 

4. The Board Effectiveness Statement 

To meet UK Provision 29 and international best practice, SAIGF recommends that Boards 
adopt an Annual Statement on AI Governance Effectiveness. 
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Key elements: 

• Scope: Which AI systems and risk domains were assessed. 
• Testing: Summary of internal/external audits and assurance activities. 
• Findings: Significant deficiencies or incidents and remedial actions taken. 
• Effectiveness Conclusion: Board attests whether AI controls were effective during 

the reporting period. 
• Forward-Looking Actions: Planned improvements, training, and assurance 

enhancements. 

Example (Template extract): 

“Based on management reports, internal audits, and the oversight of the Audit & Risk  
Committee, the Board concludes that the company maintained effective internal controls  
over its AI systems and related risks for the year ended [date]. Where deficiencies were  
identified, corrective measures have been implemented. The Board will continue to review  
AI governance controls as part of its commitment to safe, responsible, and compliant AI  
use.”  

5. Recommendations for Charter Integration 

• “The Board shall establish and annually review Internal Controls over AI (ICA) as 
part of its overall system of risk management and internal controls.” 

• “The Audit / Risk / AI Committee shall oversee testing and validation of AI controls, 
including resilience, bias, and compliance checks.” 

• “The Supervisory Board shall issue an Annual AI Governance Effectiveness 
Statement in alignment with Provision 29 of the UK Corporate Governance Code.” 

6. Outcome 

By extending SAIGF with Internal Controls over AI (ICA) and a Board Effectiveness 
Statement, Boards move beyond awareness to assurance-grade governance. This 
strengthens: 

• Regulatory compliance (UK Code, NIS2, DORA, AI Act). 
• Legal defensibility in case of oversight challenges. 
• Investor confidence through disclosure of tested, effective AI controls. 
• Global alignment with OECD governance principles and assurance expectations. 

Result: AI governance becomes not just a fiduciary duty, but an assured internal control 
system, evidenced by a Board-level effectiveness declaration. 
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7. Specific AI Regulation (Horizontal) – Global Standards 
and Legal Obligations 

1. Context & Regulatory Landscape 

• EU Artificial Intelligence Act (2024): 
The AI Act establishes the world’s comprehensive, risk-based AI law. 

o Entry into force: 2 August 2025 (prohibitions apply immediately). 
o High-Risk AI obligations: phased application from August 2026, covering 

documentation, risk management, human oversight, logging, and post-market 
monitoring. 

o General-Purpose AI (GPAI) and “Systemic Risk” Models: new obligations 
for very large foundation models, including red-teaming, incident reporting, 
transparency, and systemic risk mitigation. 
For Boards, this translates into direct assurance duties: evidence that high-
risk systems and GPAI deployments are monitored and compliant. 

• ISO/IEC 42001 (Artificial Intelligence Management System, AIMS): 
Published in 2023, ISO 42001 provides the certifiable AI management system 
standard, aligning risk-based processes with global best practices. It offers Boards a 
clear assurance pathway comparable to ISO 9001 or ISO 27001. 

• NIST AI Risk Management Framework (AI RMF 1.0): 
The U.S. NIST RMF (2023) defines functions of Govern, Map, Measure, and 
Manage. It complements ISO 42001 and can be adopted by Boards as a governance 
benchmark, especially for multinational enterprises. 

• Singapore (Model AI Governance Framework & AI Verify / FEAT principles): 
Singapore pioneered practical testing and transparency toolkits: 

o Model AI Governance Framework  (2019/2020 update). 
o AI Verify Foundation  – technical testing framework for explainability, 

fairness, robustness. 
o MAS FEAT Principles  (Finance sector) – Fairness, Ethics, Accountability, 

Transparency. 
These provide Boards with immediately usable oversight artefacts. 

• China (Algorithmic Recommendation & Generative AI rules): 
Since 2022, China regulates algorithmic recommendation services (transparency, 
filing requirements) and since 2023 generative AI systems (security assessments, 
content obligations). This directly affects vendor risk management for global 
companies deploying AI in China or relying on Chinese vendors. 

• United States (State-level developments): 
o Colorado AI Act (SB24-205) – effective February 2026 – 

requires “reasonable care” and specific governance obligations for high-risk 
AI deployments, including bias audits, risk disclosures, and documentation. 
Other states are expected to follow with sectoral rules. 
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• Canada (Artificial Intelligence and Data Act, AIDA – part of Bill C-27): 
Still in the legislative process (2025), AIDA aims to regulate high-impact AI 
systems with risk management, transparency, and enforcement mechanisms. It will 
add another North American jurisdiction with enforceable AI-specific law. 

2. Implications for Board Oversight 

• Fragmentation Risk: Boards must anticipate and align with a patchwork of 
regimes (EU, U.S. states, China, Singapore, Canada). 

• Convergence Trend: Despite regional differences, core obligations converge on: 
o Risk classification (high-risk vs. general-purpose). 
o Testing and monitoring (bias, robustness, explainability). 
o Incident reporting and disclosure. 
o Board accountability and documentation. 

• Board Liability: Without a structured compliance radar, Boards risk failing fiduciary 
duties under Caremark/ARAG standards if they ignore these fast-emerging AI-specific 
laws. 

3. SAIGF AI Regulation Radar 

To operationalize these obligations, the Supervisory AI Governance Framework introduces 
the AI Regulation Radar: 

• Serious Incident Reporting: Thresholds and reporting lines aligned with the EU AI 
Act and NIS2. 

• Post-Market Monitoring: Oversight of logging, evaluation, and monitoring duties for 
high-risk AI. 

• Technical Documentation & Conformity: Board review of conformity assessment 
outcomes, gap analyses, and remediation plans. 

• General-Purpose AI (GPAI) Oversight: Assurance that systemic risk models 
undergo red-teaming, resilience testing, and transparency obligations. 

• Cross-Jurisdictional Mapping: Alignment of AI Act requirements with ISO 42001 
and NIST AI RMF to create a global assurance pathway. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall maintain an AI Regulation Radar, ensuring that global 
AI-specific obligations (EU AI Act, U.S. State Acts, China, Singapore, Canada) are 
systematically monitored and reported.” 

• “The Audit / Risk / AI Committee shall review serious incident reports, post-
market monitoring outcomes, and conformity documentation for high-risk AI 
systems.” 

• “The Supervisory Board shall require that all GPAI deployments are tested (red-
team) and reported in line with systemic risk obligations.” 

• “The Board shall approve an annual Crosswalk Report, aligning AI Act requirements 
with ISO 42001 and NIST AI RMF assurance evidence.” 
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5. Outcome 

By embedding horizontal AI regulation into SAIGF, Boards ensure that: 

• EU AI Act obligations (2025–2026) are met. 
• Global equivalents (NIS2, DORA, ISO 42001, NIST RMF, Singapore, China, U.S. 

States, Canada) are anticipated. 
• Assurance pathways exist, enabling Boards to defend their oversight in litigation, 

audits, and investor reviews. 
• Fragmented regimes are harmonized through the AI Regulation Radar and 

crosswalk to ISO/NIST standards. 

Result: Boards gain a systematic, certifiable compliance posture in a rapidly globalizing AI 
regulatory landscape—turning risk fragmentation into a trust advantage. 

 

8. Data Protection & Fundamental Rights – Oversight of 
AI Impacts 

1. Context & Legal Foundations 

• GDPR Article 22 – Automated Decision-Making (ADM) and Profiling: 
Establishes a right not to be subject to solely automated decisions with significant 
legal or similar effects, unless specific safeguards apply (explicit consent, legal basis, 
or necessity for contract). Boards must ensure that AI deployments relying on ADM 
have clear legal grounds and embed human-in-the-loop safeguards. 

• GDPR Article 35 – Data Protection Impact Assessments (DPIA): 
Requires organizations to conduct DPIAs for processing operations likely to result in 
high risk to individuals’ rights and freedoms. AI systems—especially those in high-
risk categories under the AI Act (e.g., employment, credit, healthcare, biometrics)—
almost always trigger DPIA requirements. 

• Fundamental Rights Context: 
Beyond GDPR, Boards must ensure compliance with EU Charter of Fundamental 
Rights, OECD AI Principles, and national constitutional standards. AI failures in 
discrimination, privacy intrusion, or lack of due process can escalate into litigation, 
regulatory fines, and reputational crises. 

2. Implications for Board Oversight 

• Legal Basis Oversight: Boards must confirm that every high-risk AI system has 
a lawful processing basis(consent, contract, legal obligation, vital interest, public 
interest, legitimate interest). 

• Rights Protection: Boards need assurance that data subject rights (access, 
rectification, objection, contesting ADM decisions) are respected and operationalized. 
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• Quality of DPIAs: Boards must not only check whether DPIAs exist, but whether 
they are robust, complete, and regularly updated. 

• Escalation Duty: Material DPIA findings (e.g., high residual risk that cannot be 
mitigated) must be escalated to the Board level and, if necessary, to regulators (Art. 36 
GDPR – prior consultation). 

3. AI-DPIA to Board – The SAIGF Standard 

To integrate data protection and fundamental rights into AI oversight, SAIGF introduces 
an “AI-DPIA to Board” Standard, including: 

• Thresholds: Any high-risk AI use case (EU AI Act definition) and any processing 
triggering Art. 35 GDPR must result in a DPIA review at Board committee level. 

• Minimum Content for AI-DPIAs: 
o System description, purpose, and scope. 
o Categories of personal/sensitive data processed. 
o Assessment of proportionality and necessity. 
o Risk analysis (bias, discrimination, exclusion, chilling effects). 
o Mitigation measures and monitoring mechanisms. 
o Legal basis confirmation and rights-handling procedures. 

• Escalation Pathways: 
o Medium risk: management remediation with committee oversight. 
o High residual risk: Board escalation; possible regulator consultation (Art. 

36). 
• Annual Meta-Review: Boards receive a consolidated meta-DPIA report, 

summarizing patterns across all AI use cases (e.g., recurring risks in recruitment, 
financial services, or surveillance systems). This meta-report becomes part of 
the Board AI Risk Dashboard™. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall oversee compliance with GDPR requirements, in 
particular Article 22 and Article 35 DPIAs, for all high-risk AI systems.” 

• “The Audit / Risk / AI Committee shall review AI-DPIAs for material use cases and 
escalate high residual risks to the full Board.” 

• “The Supervisory Board shall receive an annual consolidated AI-DPIA Meta-
Report, included in the AI Risk Dashboard, summarizing risk categories, mitigations, 
and trends.” 

• “The Board shall ensure that data subject rights and human oversight mechanisms 
are formally embedded in AI system governance.” 

5. Outcome 

By integrating data protection and fundamental rights into SAIGF, Boards: 

• Demonstrate compliance with GDPR and fundamental rights standards. 
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• Gain evidence that AI deployments are lawful, proportionate, and rights-
respecting. 

• Create a systematic escalation and disclosure chain for privacy and rights risks. 
• Strengthen trust with regulators, investors, employees, and the public. 

Result: AI governance is not only a matter of safety and compliance, but also 
of fundamental rights stewardship—with Boards visibly accountable for protecting 
individual freedoms in the age of AI. 

 

9. Employment & HR Law – Preventing Discrimination 
in AI Systems 

1. Context & Legal Foundations 

• New York City Local Law 144 (Automated Employment Decision Tools – 
AEDT): 
Effective since 2023, NYC requires that employers using automated employment 
decision tools conduct annual bias audits by independent third parties and 
provide public notices to candidates. Companies must disclose AI use, publish audit 
summaries, and ensure candidates’ rights to alternative assessments. 

• U.S. EEOC Guidance (2023–2024): 
The Equal Employment Opportunity Commission clarified that the use of AI in hiring, 
performance evaluation, and workplace decisions must comply with Title VII of the 
Civil Rights Act (anti-discrimination) and the Americans with Disabilities Act 
(ADA). 

o AI tools cannot result in disparate treatment or disparate impact. 
o Employers remain liable even when using third-party vendor systems. 
o Reasonable accommodations must be built into AI-enabled assessments. 

• Global Convergence: 
While NYC is pioneering, other jurisdictions (Illinois, California, EU AI Act) are 
moving toward similar bias testing, transparency, and notice requirements. Boards 
must therefore anticipate sector-specific regulation in employment and HR 
analytics. 

2. Implications for Board Oversight 

• Bias Risk: AI in recruitment, promotion, and workforce analytics can replicate or 
amplify discrimination, leading to legal liability, reputational damage, and class-action 
lawsuits. 

• Board Accountability: As AI hiring becomes “mission-critical” for workforce 
management, Boards must ensure compliance with equal employment, anti-
discrimination, and transparency laws. 
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• Vendor Risk: Use of external recruitment or analytics tools does not absolve 
liability—the enterprise Board remains responsible. 

• Employee Trust: Transparent notices, audit results, and grievance channels are 
critical to maintain legitimacy and avoid labor disputes. 

3. SAIGF Annex – Hiring & People Analytics 

The Supervisory AI Governance Framework introduces a dedicated Annex on Hiring & 
People Analytics, requiring Boards to oversee: 

• Impact Ratio KPIs: Monitoring selection rates by gender, ethnicity, age, disability 
status (four-fifths rule / 80% rule as a benchmark). 

• Audit Frequency: At least annual bias audits, with external validation where 
required by law (e.g., NYC AEDT). 

• Vendor Obligations: Contracts with AI tool providers must include bias testing, 
transparency, and compliance attestations. 

• Notice & Consent Standards: Candidates and employees must be informed when AI 
is used in employment decisions, with clear rights to contest or request alternatives. 

• Board Reporting: Audit results, KPI dashboards, and escalated incidents must be 
included in the Quarterly AI Governance Report and summarized in the Annual AI 
Governance Statement. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall oversee compliance with anti-discrimination and 
employment laws in all AI-supported hiring and people analytics processes.” 

• “The Audit / Risk / AI Committee shall review annual bias audits of AI employment 
systems and monitor Impact Ratio KPIs.” 

• “The Supervisory Board shall ensure that vendors providing AI recruitment or 
analytics systems are contractually bound to bias testing, transparency, and 
compliance standards.” 

• “The Board shall require that candidates and employees are provided with clear 
notice and rights when subject to AI-assisted decision-making.” 

5. Outcome 

By embedding employment law and non-discrimination controls into SAIGF, Boards: 

• Reduce legal exposure under EEOC, Title VII, ADA, and emerging global laws. 
• Ensure compliance with local mandates like NYC Local Law 144 bias audits. 
• Create visible evidence that fairness and equity are systematically monitored. 
• Strengthen employee and stakeholder trust in responsible AI use. 

Result: AI oversight extends to the heart of workforce governance, with Boards visibly 
accountable for ensuring that AI does not replicate systemic bias, but instead strengthens 
fair and transparent employment practices. 



 The Supervisory AI Governance Framework 

Version: AIGN The Supervisory AI Governance Framework 1.0 | Date: August 2025 © 2025 AIGN – Artificial Intelligence 
Governance Network | www.aign.global | Confidential – Not for Commercial Use Without License“  
 

21 

 

10. Competition & Antitrust Law – Guardrails Against 
Algorithmic Collusion 

1. Context & Legal Foundations 

• OECD – Algorithmic Collusion: 
OECD competition reports highlight the risk of “collusion by code”, where pricing or 
market-allocation algorithms effectively coordinate behavior without explicit human 
agreement. Regulators warn that companies remain liable even if outcomes emerge 
“autonomously” from AI-driven interactions. 

• EU Horizontal Guidelines (2023 revision): 
The European Commission explicitly recognizes algorithmic coordination as 
a competition law risk, particularly when companies share data, deploy joint 
algorithms, or rely on common pricing software or APIs. Liability applies even where 
firms argue “it was the algorithm.” 

• Global Enforcement Trends: 
o U.S. DOJ and FTC have investigated algorithm-driven price-fixing in e-

commerce and real estate. 
o UK’s Competition and Markets Authority (CMA) has issued guidance on AI in 

online markets. 
o Asian regulators (Japan, Korea, Singapore) are exploring AI-related antitrust 

risks. 

Implication: Boards cannot rely on the defense that algorithms act independently; liability 
attaches to the company and, potentially, its directors. 

2. Implications for Board Oversight 

• Vendor Risks: If multiple companies use the same vendor’s pricing algorithm or API, 
this can create de facto collusion even without direct coordination. 

• Data Pooling: Shared datasets for AI training or benchmarking may lead to anti-
competitive market alignment. 

• Board Exposure: Directors must ensure that AI deployment in pricing, trading, or 
recommendation engines is reviewed for antitrust compliance. 

• General Counsel Role: Legal teams must be directly involved in approving AI 
models that affect market behavior. 

3. SAIGF Antitrust Guardrails 

The Supervisory AI Governance Framework introduces Antitrust Guardrails to ensure 
Boards can demonstrate oversight: 
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• Shared Vendor Algorithm Review: Any third-party algorithm used for pricing, 
bidding, or allocation must undergo General Counsel review and, where appropriate, 
external legal assurance. 

• Price API Governance: Boards must require clear governance of APIs and data 
exchanges to prevent tacit collusion. 

• Data Pool Due Diligence: Any data-sharing arrangement (industry consortia, joint 
ventures) must include competition-law risk assessment. 

• Red-Flag Reporting: Management must escalate potential antitrust concerns (e.g., 
unusual price alignment, regulator inquiries) into the Board AI Risk Dashboard™. 

• Annual Antitrust Briefing: The Board should receive a yearly session on emerging 
competition risks in algorithmic markets. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall oversee AI systems with potential competition-law 
impacts, including pricing, bidding, and recommendation engines.” 

• “The Audit / Risk / AI Committee shall review Antitrust Guardrails, including 
vendor algorithms, data pools, and price APIs.” 

• “The Board shall require General Counsel sign-off for deployment of third-party or 
joint algorithms in market-relevant functions.” 

• “Red-Flag incidents of suspected algorithmic collusion shall be escalated to the 
Supervisory Board and documented in the AI Risk Dashboard.” 

5. Outcome 

By embedding Antitrust Guardrails into SAIGF, Boards: 

• Proactively mitigate risks of algorithmic collusion and competition-law liability. 
• Create a documented system of legal review and escalation, satisfying Caremark and 

Garmenbeck oversight standards. 
• Strengthen trust with regulators, investors, and stakeholders by showing that 

competition risks are explicitly governed at Board level. 
• Position the enterprise as a responsible market actor, avoiding reputational and 

financial damage from antitrust enforcement. 

Result: Boards demonstrate that AI-driven markets remain under human governance, 
with competition law compliance visibly assured. 
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11. Financial Sector – Oversight of Model Risk in AI 
Systems 

1. Context & Regulatory Foundations 

• U.S. SR 11-7 / OCC 2011-12 (Supervisory Guidance on Model Risk 
Management): 
U.S. banking supervisors require Boards to ensure model risk management 
frameworks are in place. This includes: 

o Policies and governance defining roles, responsibilities, and escalation. 
o Independent validation of models prior to and during use. 
o Model inventory and documentation to ensure traceability. 

Boards are expected to oversee and challenge management’s handling of 
model risk—failure to do so has led to enforcement actions. 

• Monetary Authority of Singapore (MAS) – FEAT Principles and Veritas Toolkit: 
MAS established sector-specific governance requirements for AI in financial services: 

o Fairness, Ethics, Accountability, Transparency (FEAT). 
o The Veritas Toolkit provides methodologies for testing AI systems for bias, 

explainability, and ethical use. 
These frameworks are now global benchmarks for responsible AI in banking 
and insurance. 

• Global Trend: 
From the Basel Committee to the Australian Securities Exchange, regulators 
emphasize that Boards must treat AI-based models as part of enterprise risk. The 
expectation: full governance parity between classic quantitative models and new 
machine learning/LLM-based systems. 

2. Implications for Board Oversight 

• Mission-Critical Risk: AI models are central to credit scoring, risk assessment, anti-
money laundering (AML), fraud detection, and trading strategies. Errors can trigger 
systemic financial instability and regulatory sanctions. 

• Liability: Directors are accountable if Boards cannot demonstrate a functioning model 
risk oversight system. 

• New Complexity: Traditional statistical models (credit scoring, VaR) and modern 
AI/LLMs require different validation and monitoring approaches—Boards must 
oversee both. 

3. SAIGF Extension – Model Risk Appendix 

The Supervisory AI Governance Framework incorporates a Model Risk Appendix to align 
with SR 11-7, OCC, MAS FEAT, and global standards. 
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• Model Registry Obligations: 
o Comprehensive inventory of all models (traditional, ML, LLM). 
o Attributes include purpose, owner, data sources, risk classification, and 

regulatory obligations. 
o Registry must be accessible to the Board and audit functions. 

• Validation & Testing: 
o Independent validation of models prior to deployment. 
o Periodic re-validation (bias, robustness, stress testing). 
o Transparency of assumptions, limitations, and use-case constraints. 

• Use-Case Materiality: 
o Board reviews “material AI use cases” (e.g., credit underwriting, AML, 

systemic risk functions). 
o Management must classify model materiality and escalate critical use cases to 

the Board. 
• Oversight Instruments: 

o Model Risk Dashboard: Consolidated reporting on model inventory, 
validation status, incidents, and emerging risks. 

o Escalation Pathways: Threshold breaches (e.g., discrimination findings, 
regulatory non-compliance) reported to the Audit/Risk/AI Committee. 

o Integration with FEAT / Veritas: Ethical testing and fairness audits included 
in quarterly reporting. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall oversee compliance with global model risk governance 
frameworks (e.g., SR 11-7, OCC 2011-12, MAS FEAT).” 

• “The Board shall approve and annually review the Model Risk Policy, including 
requirements for registry, validation, and monitoring.” 

• “The Audit / Risk / AI Committee shall receive and review a Model Risk 
Dashboard each quarter, covering both traditional models and AI/LLMs.” 

• “Material AI models used in core financial processes (e.g., credit, AML, fraud) shall 
be explicitly classified and escalated to the Supervisory Board.” 

5. Outcome 

By extending SAIGF with a Model Risk Appendix, Boards in financial services can: 

• Demonstrate compliance with long-standing supervisory expectations (SR 11-7, OCC, 
MAS FEAT). 

• Treat AI/LLMs with the same rigor as traditional risk models, ensuring governance 
parity. 

• Enhance resilience and investor trust through transparent model oversight. 
• Reduce liability by documenting governance of mission-critical financial models. 

Result: Boards move from fragmented model awareness to a systematic, registry-based 
oversight system, positioning them as responsible stewards of financial stability in the AI era. 
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12. Whistleblowing & Incident Reporting – Escalation 
Pathways for AI Oversight 

1. Context & Legal Foundations 

• EU Whistleblower Directive (2019/1937): 
Requires organizations with more than 50 employees (and all public sector bodies) to 
establish secure reporting channels for breaches of EU law, with protection against 
retaliation. 

o Safe channels: Confidential or anonymous reporting mechanisms must be 
available. 

o Protection: Whistleblowers must be shielded from retaliation (dismissal, 
demotion, harassment). 

o Follow-up: Reports must be acknowledged, investigated, and feedback 
provided within defined timelines. 

• National Implementations (e.g., Germany’s Hinweisgeberschutzgesetz – 
HinSchG): 
Member States have enacted specific rules, expanding scope beyond EU law into 
national frameworks. Boards are ultimately accountable for ensuring 
that whistleblowing systems function effectively. 

• AI-Specific Need: 
While the Directive covers general compliance issues, AI governance 
introduces unique incident types—bias in recruitment, unsafe model drift, data 
misuse, systemic risks in GPAI—that require dedicated escalation pathwaysto 
Boards. 

2. Implications for Board Oversight 

• Oversight Gaps: Without a dedicated AI incident line, Boards risk being unaware of 
emerging risks until they materialize in lawsuits, media scandals, or regulatory action. 

• Integration Duty: Boards must ensure that whistleblowing systems explicitly 
include AI-related risks (bias, safety, compliance breaches, ethical concerns). 

• Evidence of Oversight: Regulatory and legal defenses (Caremark, Garmenbeck) 
require proof that reporting channels exist and are used for AI incidents. 

3. SAIGF Extension – AI Incident & Ethics Line 

The Supervisory AI Governance Framework introduces an AI Incident & Ethics Line as part 
of Oversight Instruments: 

• Dedicated AI Reporting Channel: Employees, vendors, and stakeholders can report 
AI-related concerns (bias, safety, compliance, ethical issues). 
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• Safe & Confidential: Integrated into existing whistleblowing systems, ensuring 
anonymity and protection from retaliation. 

• Categorization of AI Incidents: 
o Bias / discrimination (e.g., in hiring, lending). 
o Safety-critical failures (e.g., healthcare, autonomous systems). 
o Data misuse / GDPR breaches. 
o Regulatory breaches (AI Act, NIS2, sectoral laws). 
o Ethical concerns (lack of explainability, disproportionate surveillance). 

• Escalation Pathway: 
o Operational level: Reports reviewed by compliance/ethics officers. 
o Committee level: Material AI incidents escalated to the Audit/Risk/AI 

Committee. 
o Board level: Critical/high-risk incidents included in the AI Risk Dashboard™ 

and Quarterly AI Governance Reports. 
• Feedback & Transparency: Complainants receive structured follow-up; Boards 

receive aggregated reports to identify systemic weaknesses. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall ensure that whistleblowing systems explicitly cover AI-
related incidents and ethical concerns.” 

• “The Audit / Risk / AI Committee shall oversee the AI Incident & Ethics Line, 
ensuring secure channels, protection against retaliation, and timely follow-up.” 

• “All material AI incidents shall be documented in the Red-Flag Register and 
escalated to the Supervisory Board.” 

• “The Board shall receive an annual consolidated AI Incident Report, summarizing 
trends, mitigations, and systemic risks.” 

5. Outcome 

By embedding whistleblowing and incident reporting into SAIGF, Boards: 

• Fulfill EU Whistleblower Directive and national law obligations. 
• Ensure AI risks are surfaced early, not hidden in operational layers. 
• Create a defensible oversight trail, protecting Boards from liability. 
• Strengthen stakeholder trust by showing that AI concerns are taken seriously and 

escalated transparently. 

Result: Boards establish a living early-warning system for AI governance, ensuring that 
ethical, legal, and operational risks are detected, escalated, and addressed at the highest level. 

 

 

 



 The Supervisory AI Governance Framework 

Version: AIGN The Supervisory AI Governance Framework 1.0 | Date: August 2025 © 2025 AIGN – Artificial Intelligence 
Governance Network | www.aign.global | Confidential – Not for Commercial Use Without License“  
 

27 

 

13. KPIs & Evidence – What the Board Should Regularly 
See 

1. Context & Oversight Imperative 

Boards cannot fulfill their fiduciary duties under Caremark, Garmenbeck, or the EU AI Act 
by relying solely on narratives or high-level briefings. Oversight requires evidence-based 
governance. This means Boards must receive structured Key Performance Indicators 
(KPIs) and evidence of control effectiveness at regular intervals. 

• Investor and regulator expectations: Disclosure regimes (AI Act, UK Code, NIS2, 
DORA) require Boards to demonstrate not just awareness, but measurable oversight. 

• Litigation defense: Documented KPIs and evidence trails allow directors to show 
they had a “functioning oversight system.” 

• Operational resilience: KPI dashboards ensure emerging risks (bias, drift, incidents, 
third-party exposure) are visible early. 

2. Implications for Board Oversight 

• Auditability: KPIs must be consistently defined, reported, and tested. 
• Comparability: Trends over time allow Boards to judge improvement or 

deterioration. 
• Escalation: Out-of-threshold KPIs (e.g., rising incident rate, drift detection delays) 

must automatically trigger Board-level discussion. 
• Integration: KPIs should be embedded in the AI Risk Dashboard™ and Quarterly 

AI Governance Reports. 

3. Core KPI Domains for AI Oversight 

The Supervisory AI Governance Framework defines six KPI domains: 

1. Inventory Coverage 
o % of material AI use cases included in the AI Model Registry. 
o Completeness of metadata: owner, purpose, data sources, risk category. 

2. Evaluation Quality 
o % of use cases with ex-ante evaluation (before deployment). 
o % with periodic re-evaluations (bias, performance, robustness). 
o Drift detection metrics: Time-to-Detect (TTD) and Time-to-Respond (TTR) 

for model drift. 
3. Incident Metrics 

o MTTA / MTTR: Mean Time to Acknowledge / Resolve AI incidents. 
o Number and severity of AI incidents by quarter. 
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o Serious-Incident Ratio: proportion of incidents meeting EU AI Act reporting 
thresholds. 

o Documentation of lessons learned and corrective actions. 
4. Control Effectiveness 

o Number of test cases executed per control object (bias test, robustness test, 
logging). 

o Deficiency remediation rate (% of identified gaps closed within SLA). 
o Assessment of “Design effectiveness” vs. “Operating effectiveness” for AI 

controls. 
5. Third-Party Exposure 

o % of critical AI models/data hosted or provided by external vendors. 
o Attestation status: proportion of third-party systems with compliance 

attestations (e.g., ISO 42001, SOC reports). 
o Presence of contractual safeguards (audit rights, liability clauses). 

6. People & Culture 
o % of Board and management trained in AI Governance Literacy (NIS2 

alignment). 
o Number of AI-related whistleblowing reports received. 
o Evidence of zero tolerance for retaliation (resolved without reprisals). 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall receive quarterly KPI dashboards covering AI risk, 
incidents, control effectiveness, and third-party exposure.” 

• “The Audit / Risk / AI Committee shall monitor KPI thresholds and escalate material 
deviations to the Board.” 

• “The Supervisory Board shall ensure that KPI evidence forms part of the Annual AI 
Governance Statement.” 

• “All KPI frameworks shall be subject to independent audit or assurance at least 
once every two years.” 

5. Outcome 

By embedding KPIs & Evidence into SAIGF, Boards: 

• Move from abstract oversight to quantifiable, defensible governance. 
• Gain early-warning visibility into systemic risks. 
• Demonstrate to regulators and courts that oversight systems are functioning and 

documented. 
• Increase stakeholder trust through transparent evidence of AI control effectiveness. 

Result: AI governance becomes measurable, auditable, and comparable—allowing Boards 
to shift from passive awareness to active, evidence-driven leadership. 
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14. Board Resolution – Establishing an AI Oversight 
Committee 

1. Context & Rationale 

As AI transitions into a mission-critical risk domain, Boards face expanding legal, 
regulatory, and market expectations (EU AI Act, UK Corporate Governance Code, 
Caremark/ARAG). The complexity and materiality of AI oversight require specialized 
governance structures within the Board. 

• Best practice precedent: Audit Committees for financial reporting, Risk Committees 
for systemic risks, ESG Committees for sustainability. 

• Gap: Without a dedicated AI Oversight Committee, Boards risk fragmented 
responsibility, insufficient expertise, and weaker defensibility in litigation or 
regulatory reviews. 

• Solution: Establish a formal AI Oversight Committee with defined powers, 
responsibilities, and integration into SAIGF oversight instruments. 

2. Implications for Board Oversight 

• Concentration of Expertise: Directors with AI governance literacy can focus on 
complex oversight areas. 

• Regulatory Alignment: Explicitly meets EU AI Act, ISO/IEC 42001, and UK 
Provision 29 expectations for Board-level oversight. 

• Liability Defense: Documented committee structures strengthen protection under 
Caremark and Garmenbeck doctrines. 

• Transparency: Ensures AI governance reporting is systematic, not ad hoc. 

3. Mandate of the AI Oversight Committee 

The Supervisory AI Governance Framework recommends that the Board formally resolves to 
establish an AI Oversight Committee, tasked with the following responsibilities: 

1. Oversight of AI Risks & Compliance 
o Monitor all material AI risks across the enterprise. 
o Ensure compliance with the EU AI Act and equivalent global regulations. 

2. Approval of Decision Rights & Internal Controls 
o Approve the Decision Rights Matrix™ (Board vs. management 

responsibilities). 
o Oversee design and operation of Internal Controls over AI (ICA). 

3. Incident Escalation & Reporting 
o Supervise the AI Incident & Ethics Line. 
o Monitor serious incident reporting in line with AI Act and NIS2. 

4. Effectiveness Statement (UK Provision 29 Alignment) 
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o Annually recommend to the Supervisory Board a Statement of Effectiveness 
of AI Internal Controls, confirming adequacy and remediation status. 

5. Third-Party AI & Antitrust Guardrails 
o Oversee critical third-party AI vendors, service providers, and shared data 

pools. 
o Review Antitrust Guardrails for algorithmic collusion risks. 

6. Annual Statement of AI Governance 
o Approve the Annual AI Governance Statement for disclosure to investors, 

regulators, and stakeholders. 

4. Integration with Oversight Instruments 

The AI Oversight Committee shall integrate the following mandatory artefacts into its 
agenda: 

• AI Risk Dashboard™ – quarterly. 
• Quarterly AI Governance Reports – from management. 
• Incident & Escalation Playbooks – tested annually. 
• Model Risk Appendix (Finance) and Product Safety & Update Governance 

Reports (PLD alignment) – sectoral where relevant. 
• Annual AI Governance Statement – final approval prior to Board submission. 

5. Recommendations for Board Resolution Language 

Resolution: 
“The Supervisory Board hereby establishes an AI Oversight Committee. 
The Committee is mandated to oversee material AI risks, regulatory compliance (including 
the EU AI Act), internal controls, incident reporting, third-party AI exposures, and antitrust 
guardrails. The Committee shall approve the Decision Rights Matrix, supervise the AI 
Incident & Ethics Line, recommend annually on the effectiveness of AI internal controls, and 
approve the Annual Statement of AI Governance. Oversight shall be documented through 
SAIGF instruments, including the AI Risk Dashboard, Quarterly AI Governance Reports, and 
Escalation Playbooks.” 

6. Outcome 

By establishing an AI Oversight Committee, Boards: 

• Ensure AI governance is institutionalized, not dependent on individual interest. 
• Create regulatory defensibility by demonstrating a functioning oversight system. 
• Improve expertise and focus in managing AI-related risks. 
• Increase trust and legitimacy with regulators, investors, employees, and society. 

Result: Boards move from dispersed responsibility to a formal governance structure, with 
AI oversight anchored in committee charters and Board resolutions—completing the SAIGF 
architecture for certifiable Board-level AI governance. 
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15. Positioning – Why a Dedicated AI Governance 
Supervisory Committee? 

1. Liability Reality – Clear Responsibility and Evidence 

• Caremark / Marchand / Boeing (Delaware): Courts require Boards to establish and 
actively monitor information systems for mission-critical risks. AI—already 
embedded in credit, safety, employment, and compliance—is now firmly within that 
category. Failure to establish functioning oversight exposes directors to litigation and 
personal liability. 

• Officer Oversight (McDonald’s 2023, Delaware): Oversight obligations extend 
beyond directors to corporate officers, reinforcing the need for structured Board 
oversight mechanisms that demonstrate clear accountability lines. 

• Implication: A dedicated AI Governance Committee ensures that responsibility is not 
dispersed or ambiguous but anchored in Board structures. This creates a defensible 
oversight trail—Board agendas, minutes, escalation pathways, and documented 
decisions. 

2. Regulatory Pressure – Oversight Is No Longer Optional 

• EU AI Act (2024): Obligations for high-risk AI systems (risk management, 
documentation, monitoring, human oversight) become enforceable from 2026. Boards 
must verify compliance, not just delegate to management. 

• NIS2 (2022/2555) & DORA (2022/2554): Extend liability and training requirements 
for Boards and management in ICT risk governance. AI systems that underpin digital 
operations fall within these frameworks. 

• UK Corporate Governance Code, Provision 29 (2024): From 2026, Boards must 
issue an effectiveness statement on internal controls. AI controls are material and 
must be included. 

• New EU Product Liability Directive (PLD, 2024): Expands liability to software and 
AI, covering post-sale updates and model drift. Boards must oversee change control 
and post-market surveillance. 

• OECD Principles of Corporate Governance (2023 update): Position Boards as 
responsible for material technological risks, explicitly aligning AI with global best 
practice. 

Implication: Without a dedicated AI Governance Supervisory Committee, Boards risk 
regulatory and evidentiary gaps. Oversight may appear fragmented, undermining compliance 
and investor trust. 

3. Assurance & Investor Demand – From Compliance to Trust Leadership 
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• ISO/IEC 42001 (AI Management Systems): Provides a certifiable standard that 
enterprises will increasingly need to demonstrate to regulators and investors. 

• NIST AI RMF (2023): Defines governance and assurance functions (Govern, Map, 
Measure, Manage) that Boards can adopt as oversight evidence. 

• External Assurance & Board Statements: Investors and auditors increasingly 
expect transparent AI disclosures(bias audits, incident reports, oversight statements). 
Boards without formal oversight structures risk falling behind peers. 

• Implication: A dedicated AI Governance Committee positions Boards not just for 
compliance but as leaders in trust and transparency, strengthening ESG ratings, 
investor relations, and stakeholder legitimacy. 

4. Strategic Positioning – Oversight as Differentiator 

• From Liability Management → to Leadership: Moving AI oversight into a 
dedicated Supervisory Committee shifts the narrative from “we had to” to “we lead.” 

• From Fragmented Advice → to Structured Governance: Instead of scattered 
consultant briefings, Boards can point to a formalized governance architecture with 
clear decision rights and instruments. 

• From Reactive → to Proactive: Oversight becomes an anticipatory function, 
integrating assurance, disclosure, and stakeholder communication. 

5. Recommendations for Charter Integration 

• “The Supervisory Board recognizes Artificial Intelligence as a mission-critical risk 
domain requiring dedicated oversight structures.” 

• “An AI Oversight Committee shall be established with explicit responsibility for AI 
Act compliance, NIS2/DORA resilience, UK Provision 29 internal control 
effectiveness, and Product Liability Directive post-market governance.” 

• “The Committee shall oversee assurance and disclosure practices, including external 
certifications (ISO 42001, NIST AI RMF alignment) and the Annual AI Governance 
Statement.” 

6. Outcome 

By positioning AI oversight in a dedicated Supervisory Committee, Boards: 

• Reduce liability by creating a defensible oversight system. 
• Comply with regulatory mandates by embedding AI into Board governance. 
• Meet investor expectations with transparent assurance and disclosures. 
• Differentiate strategically as leaders in AI governance and corporate accountability. 

Result: AI oversight is no longer treated as a sub-topic of risk or audit, but as a Board-level 
governance pillar in its own right—anchored in formal structures that deliver compliance, 
defensibility, and trust leadership. 
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16. Product Safety & Liability – Governance of AI as 
Product Risk 

1. Context & Legal Foundations 

• New EU Product Liability Directive (PLD, 2024): 
The revised PLD extends liability explicitly to software and AI systems. 

o Scope: Includes AI components, algorithms, and updates delivered after sale. 
o Post-sale changes: Covers machine learning drift and over-the-air 

updates as part of the liability regime. 
o Burden of proof: Provides evidentiary relief for claimants, shifting pressure 

onto manufacturers and operators to prove compliance and safety. 
o Implementation deadline: Member States must transpose the PLD 

by December 2026. 
• Healthcare & Medical Devices: 

o FDA & IMDRF Good Machine Learning Practice (GMLP): Set 
expectations for transparency, reproducibility, and governance of AI/ML-
enabled Software as a Medical Device (SaMD). 

o EU Medical Device Coordination Group (MDCG): Reinforces governance 
and documentation principles for AI in regulated health technologies, 
including continuous monitoring, explainability, and real-world performance 
tracking. 

• Global Product Safety Context: 
Similar principles are emerging in automotive (autonomous driving), aviation, and 
consumer electronics. Across all sectors, Boards must expect that AI-driven systems 
will be treated as products with lifecycle obligations. 

2. Implications for Board Oversight 

• Extended Liability: Directors cannot treat AI as “just software”—it is now a product 
liability exposure, requiring formal Board attention. 

• Update Governance: Boards must ensure that over-the-air updates, retraining 
cycles, and model drift are subject to change control and risk assessment. 

• Post-Market Surveillance: Boards need assurance that monitoring systems exist to 
detect and escalate safety-relevant incidents. 

• Sector-Specific Risks: In health, mobility, and safety-critical industries, failure to 
govern AI updates can result in direct regulatory enforcement, litigation, and 
recalls. 

3. SAIGF Extension – Product Safety & Update Governance 

The Supervisory AI Governance Framework introduces a Product Safety & Update 
Governance module, requiring Boards to oversee: 
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• Predetermined Change Control Plans: Boards approve frameworks defining which 
AI system changes are pre-authorized (minor updates) and which require new 
validation or re-certification. 

• Over-the-Air (OTA) Updates Oversight: Assurance that OTA changes are logged, 
risk-assessed, and tested before deployment; incident thresholds linked to escalation 
playbooks. 

• Post-Market Surveillance (PMS): Integration of AI-specific PMS into Board 
reporting—incident detection, field performance, and corrective action processes. 

• Drift Monitoring: Systems to detect model drift and escalate when performance 
degrades or fairness thresholds are breached. 

• Sectoral Compliance: For regulated industries (healthcare, mobility), Boards receive 
periodic reports on conformity with FDA/IMDRF/EU-MDCG standards. 

4. Recommendations for Charter Integration 

• “The Supervisory Board shall oversee AI systems as product risk domains, ensuring 
compliance with the EU Product Liability Directive and equivalent regimes.” 

• “The Board shall review Predetermined Change Control Plans for AI systems and 
approve criteria for re-validation or re-certification.” 

• “The Audit / Risk / AI Committee shall monitor post-market surveillance data and 
escalate safety-critical incidents.” 

• “Over-the-air updates and machine learning drift detection shall be included in the AI 
Risk Dashboard™ and quarterly governance reports.” 

5. Outcome 

By embedding Product Safety & Update Governance into SAIGF, Boards: 

• Demonstrate compliance with the EU PLD and sectoral regulatory regimes. 
• Reduce litigation and recall risks through documented change control and 

surveillance systems. 
• Enhance stakeholder trust by showing that AI systems are governed with the same 

rigor as physical products. 
• Position themselves as proactive leaders in AI product accountability, not reactive 

defendants. 

Result: AI oversight extends into the full product lifecycle—from design to deployment to 
post-market change—anchoring product liability risk management directly at the Board level. 
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17. The Solution: The AIGN Supervisory AI Governance 
Framework  (SAIGF) 

Boards face a paradox: they are legally accountable for AI risks but lack the literacy, 
instruments, and assurance logic to govern them. The AIGN Supervisory AI Governance 
Framework™ (SAIGF) resolves this gap by providing the codified, certifiable oversight 
model designed specifically for Supervisory Boards and Directors. 

Like “Financial Literacy” in audit committees or ESG disclosure requirements, SAIGF 
establishes AI oversight as a measurable Board duty. Integrated with AIGN OS – The 
Operating System for Responsible AI Governance, the framework transforms scattered 
awareness into a structured governance architecture. 

Key Components of SAIGF 

1. Mandate & Liability – AI as a material Board-level risk 

• SAIGF formally defines AI as a material enterprise risk requiring Board oversight. 
• Boards must recognize AI (especially high-risk AI  under the EU AI Act) as subject 

to fiduciary duty and oversight obligations. 
• This fulfills the legal expectation of ARAG/Garmenbeck and Caremark: a functioning 

reporting system for mission-critical risks. 
• Outcome: Boards cannot treat AI as “management detail”—oversight is a Board 

mandate. 

2. AI Governance Literacy for Boards™ – Competence as duty 

• Modeled after financial literacy requirements for Audit Committees. 
• Every Board member must achieve a baseline competence in AI governance: 

o Understanding regulatory definitions of high-risk AI. 
o Recognizing bias, safety, transparency, and accountability risks. 
o Interpreting dashboards and reports presented by management. 

• AIGN provides a literacy curriculum and certification pathway ( Certified AI  
Governance Board Member™ ). 

• Outcome: Boards can credibly challenge management and fulfill their oversight role. 

3. Oversight Instruments – From PowerPoint to audit-ready dashboards 

• AIGN Board AI Risk Dashboard™: Inventory of AI systems, risk categories, 
compliance status, incidents, KPIs. 

• Quarterly AI Governance Reports: Management reports to the Board, structured 
like ESG or compliance reports. 
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• Incident Escalation Logic: Defined thresholds and escalation playbooks to ensure 
Board notification of material AI failures. 

• These instruments make AI risks visible, comparable, and auditable. 
• Outcome: Boards move from ad hoc awareness to structured, repeatable oversight. 

4. Committees & Roles – Clear ownership of AI oversight 

• Boards must assign AI oversight to: 
o Risk/Audit Committee (integration with existing risk oversight), or 
o A dedicated Technology & AI Committee in digital-intensive companies. 

• Committee Terms of Reference include AI oversight as a standing responsibility. 
• Chairs or designated directors carry explicit accountability for AI governance. 
• Outcome: AI oversight has a home in Board structures, not left to chance. 

5. Decision Rights Matrix™ – Defining Board vs. Management responsibilities 

• SAIGF introduces a Decision Rights Matrix: 
o Board responsibilities: Approve AI risk appetite, policies, exceptions, and 

discontinuation of AI systems that breach standards. 
o Management responsibilities: Operate, test, and monitor AI systems within 

Board-approved boundaries. 
• This prevents grey zones and ensures legal clarity. 
• Outcome: Boards govern strategy and risk appetite , while management 

governs operations —with clear escalation back to the Board. 

6. Assurance & Certification – Embedding global standards 

• SAIGF aligns with EU AI Act, ISO/IEC 42001 (AI Management System 
Standard), and NIST AI RMF. 

• Boards receive audit kits to verify management compliance with these frameworks. 
• Independent assurance can validate Board oversight effectiveness. 
• Outcome: AI oversight becomes auditable, certifiable, and defensible in litigation 

and regulation. 

7. Transparency & Disclosure – Trust through visibility 

• Boards must publish an Annual Statement of AI Governance, analogous to 
Corporate Governance or ESG disclosures. 

• This statement covers: 
o AI risk inventory, oversight structures, incidents, and mitigation actions. 
o Alignment with AI Act, ISO 42001, and Board governance codes. 

• Outcome: Stakeholders, investors, and regulators can see evidence of Board 
oversight, increasing legitimacy and trust. 
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Strategic Impact of SAIGF 

• Legal defense: Boards can show they fulfilled Caremark/ARAG duties by 
establishing a functioning oversight system. 

• Regulatory readiness: AI Act and UK Code requirements are operationalized into 
Board processes. 

• Market legitimacy: Investor and ESG stakeholders see AI oversight disclosed like 
other material risks. 

• Global standardization: SAIGF is the world’s  Board-specific AI governance 
framework—positioning AIGN as the standard-setter. 

In short: SAIGF turns Board liability into Board leadership. It makes AI 
oversight mandatory, measurable, and certifiable—bridging the gap between legal duty 
and operational reality. 

18. Strategic Value & Benefits - Why SAIGF Matters 

The AIGN Supervisory AI Governance Framework™ (SAIGF) is more than a 
methodology. 
It is a strategic asset for Boards, regulators, enterprises, and stakeholders, transforming 
oversight from a reactive duty into a visible source of trust and resilience. 

For Boards & Supervisory Directors 

• Liability protection: Demonstrates fulfillment of fiduciary duties (Caremark, 
ARAG/Garmenbeck) through a structured, functioning oversight system. 

• Clarity of responsibility: Decision Rights Matrix™ removes grey zones between 
Board and management, reducing litigation risk. 

• Competence signal: AI Governance Literacy for Boards™ ensures directors can 
challenge management effectively—no “black box” dependency. 

• Reputation safeguard: With Quarterly Reports and Annual Statements, Boards show 
investors and the public that AI risks are under control. 

Strategic outcome: Boards move from risk exposure to risk governance leadership. 

For Regulators & Policymakers 

• Compliance by design: SAIGF operationalizes EU AI Act, ISO/IEC 42001, NIST AI 
RMF at the Board level. 

• Audit readiness: Assurance modules allow regulators to verify that AI oversight is 
not only claimed but evidenced. 

• Standardization: Provides a de facto governance benchmark that regulators can 
reference in guidelines, reducing fragmentation. 

• Legitimacy: Boards publishing Annual AI Governance Statements create 
transparency that aligns with public policy goals. 
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Strategic outcome: Regulators gain a trusted counterpart in Boards that can demonstrate 
compliance systematically. 

 

For Enterprises & Management 

• Investor trust: Strong AI oversight improves ESG ratings, reduces risk premiums, 
and strengthens access to capital. 

• Operational resilience: Incident Escalation Playbooks ensure faster containment and 
recovery from AI-related failures. 

• Talent retention: Demonstrated governance culture and oversight attract value-driven 
employees and reduce reputational risks. 

• Competitive advantage: Enterprises with certified SAIGF oversight stand out in 
markets where trust is a differentiator (finance, healthcare, education, government). 

Strategic outcome: Enterprises turn AI governance into a competitive advantage. 

 

For Stakeholders (Investors, Employees, Civil Society) 

• Transparency: Annual AI Governance Statements make AI use and risk controls 
visible. 

• Accountability: Clear escalation logic ensures incidents are not hidden but disclosed 
and addressed. 

• Inclusion: Oversight structures encourage stakeholder voice and scrutiny—
strengthening legitimacy. 

• Trust: Public can see that AI is governed at the highest level of corporate 
responsibility—the Boardroom. 

Strategic outcome: Stakeholders gain confidence that AI is governed responsibly and 
visibly. 

The AIGN Advantage 

Unlike fragmented guides or consultant slide decks, SAIGF delivers: 

• Codified structure: A Board-level framework analogous to ESG and audit oversight. 
• Integration: Fully embedded in AIGN OS and its 7-layer logic. 
• Auditability: Tools, dashboards, and disclosures designed for assurance. 
• Mmover IP: Protected terminology, artefacts, and certification pathways unique to 

AIGN. 

Summary: 
SAIGF transforms oversight from a liability risk into a Boardroom capability that drives 
trust, compliance, and competitive edge. It aligns law, regulation, and market expectation into 
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one framework—and positions AIGN as the global reference for AI Governance in the 
Boardroom. 

19. What’s New – Differentiators of Audit-ready and 
certifiable. 

The AIGN Supervisory AI Governance Framework™ (SAIGF) sets a new reference point 
for Board oversight. While ESG, cybersecurity, and risk management frameworks exist, none 
deliver Board-specific, certifiable AI governance. 

1. Board-level AI Governance Framework worldwide 

• Existing materials (e.g., WEF Board Oversight Guides, Deloitte/NACD briefings) 
raise awareness but remain non-binding and non-auditable. 

• SAIGF is the codified framework that establishes AI oversight as a Board mandate, 
comparable to audit, risk, or ESG oversight. 

• Differentiator: From PowerPoint to codex. 

 

2. Auditability and Certification 

• ESG, cyber, and ethics guidelines rarely include assurance pathways. 
• SAIGF defines Board audit kits, incident escalation logic, and an Annual AI 

Governance Statement—all designed to be tested and certified. 
• Differentiator: From aspiration to assurance. 

3. Literacy as a Duty 

• Financial oversight requires Financial Literacy . Cybersecurity oversight 
requires cyber briefings . 

• SAIGF introduces AI Governance Literacy for Boards™ as a mandatory 
competence—supported by the Certified AI Governance Board  
Member™  program. 

• Differentiator: From optional learning to mandatory capability. 

4. Integration into AIGN OS 

• SAIGF is not a standalone guide—it is embedded in AIGN OS: 
o Layer 1: Roles & Accountability → Board Mandate. 
o Layer 3: Risk & Assurance → Dashboard, Audit Kits. 
o Layer 6: Culture → Literacy & Training. 
o Layer 7: Trust → Annual Statement of AI Governance. 

• Differentiator: From fragmented advice to systemic architecture. 
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5. Protected IP & Terminology 

• SAIGF secures unique, trademark-ready concepts: 
o AI Governance Literacy for Boards™ 
o AIGN Board AI Risk Dashboard™ 
o Board AI Decision Rights Matrix™ 
o AIGN Oversight Playbook™ 
o Certified AI Governance Board Member™ 

• Differentiator: From public-domain guides to proprietary, protected standards. 

6. Global regulatory alignment 

• Unlike generic Board tools, SAIGF is explicitly mapped to: 
o EU AI Act (high-risk AI governance & reporting). 
o ISO/IEC 42001 (AI Management Systems). 
o NIST AI RMF (“Govern” function). 
o Corporate Governance Codes (Germany, UK, US, Japan). 

• Differentiator: From regional guides to globally interoperable framework. 

 

7. Strategic Positioning – From defense to leadership 

• Traditional frameworks frame oversight as compliance defense. 
• SAIGF positions Boards as active leaders in responsible AI, signaling accountability 

to regulators, investors, and society. 
• Differentiator: From liability management to trust leadership. 

Summary 

SAIGF is unique because it is: 

• The  codified, Board-specific AI governance framework. 
• Audit-ready, certifiable, and IP-protected. 
• Globally aligned yet tailored to fiduciary duties. 
• Embedded into AIGN OS, ensuring systemic integration. 

By introducing SAIGF, AIGN does not just fill a gap—it creates a new category of 
governance: AI Governance in the Boardroom. 
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20. Scaling & Implementation – From Framework to 
Global Practice 

The AIGN Supervisory AI Governance Framework (SAIGF) is designed not only as a 
codex but as a scalable governance infrastructure. Its implementation model transforms 
SAIGF from a reference document into a living oversight practice across global boards. 

1. The Board Pack – Practical Tools for Immediate Use 

AIGN provides a ready-to-deploy Board Pack that enables directors to adopt SAIGF in their 
next committee cycle: 

• AIGN Board AI Risk Dashboard™ – standardized metrics on AI systems, 
compliance status, incidents, KPIs. 

• Quarterly AI Governance Report Template – structured reports from management 
to the Board. 

• Board AI Decision Rights Matrix™ – clear delineation of Board vs. management 
authority. 

• Incident & Escalation Playbook – thresholds and mandatory reporting pathways. 
• Annual Statement of AI Governance template – disclosure language aligned with 

ESG and governance reports. 

Impact: Within one quarter, Boards can demonstrate oversight maturity through structured 
documentation. 

 

2. Certification & Competence Development 

To address the literacy gap, AIGN introduces: 

• AI Governance Literacy for Boards™ – baseline curriculum for all directors. 
• Certified AI Governance Board Member™ – professional designation verifying 

competency in AI oversight. 
• Committee Training Tracks – tailored modules for Audit, Risk, and Technology 

Committees. 

Impact: Boards no longer rely solely on external consultants—they build internal, 
certifiable oversight competence. 

 

3. Assurance Pathways 
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SAIGF defines how Boards can move from framework adoption to independent assurance: 

• Self-Assessment Kits – Boards test alignment with SAIGF maturity levels. 
• Internal Audit Modules – structured oversight audits mapped to AI Act & ISO 

42001. 
• External Certification – independent confirmation of AI oversight effectiveness, 

issued under AIGN licensing. 

Impact: Oversight becomes evidence-based and defensible in litigation, regulatory reviews, 
and investor scrutiny. 

4. Integration with AIGN OS 

SAIGF scales seamlessly within the AIGN OS 7-layer model: 

• Layer 1 – Roles & Accountability: Board mandate, committees, decision rights. 
• Layer 3 – Risk & Assurance: Risk dashboards, audit kits, assurance modules. 
• Layer 6 – Culture: AI Governance Literacy for Boards. 
• Layer 7 – Trust & Certification: Annual Statement of AI Governance, certification 

seals. 

Impact: Boards become an active governance layer in the global AI operating system. 

5. Global Rollout Strategy 

SAIGF’s design enables rapid diffusion across governance ecosystems: 

• Phase 1 – Early Adopters (2025–2026): EU-listed companies (AI Act compliance), 
UK premium-listed issuers (Code 2024). 

• Phase 2 – Expansion (2026–2027): US boards under Caremark litigation pressure, 
Asian boards (Japan, Singapore, South Korea) integrating AI oversight into 
governance codes. 

• Phase 3 – Global Standardization (2027–2030): Regulators, stock exchanges, and 
governance institutes reference SAIGF in best-practice codes, analogous to OECD 
Corporate Governance Principles. 

Impact: SAIGF evolves from AIGN IP into a global governance standard, cited in laws, 
codes, and regulations. 

6. Strategic Leverage for AIGN 

• Mover: No other Board-specific AI governance codex exists. 
• Licensing model: Free non-commercial self-assessment; licensed certification & 

assurance via AIGN. 
• Thought leadership: SSRN publication + Board Institute partnerships (IoD, NACD, 

IoDSA). 
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• Market advantage: Boards adopting SAIGF gain regulatory readiness and trust 
premium. 

Summary 

SAIGF scales from awareness to practice by providing Board Packs, certification 
pathways, assurance kits, and OS integration. Its rollout logic ensures rapid adoption in 
Europe and the UK (AI Act, Code 2024), with global diffusion through litigation pressure, 
governance codes, and investor demand. 

With SAIGF, AIGN does not just propose oversight—it builds the global system for Board 
AI Governance, securing IP leadership and standard-setting power. 

21. Board Readiness Maturity Model – AI Oversight 
Levels 

The Board Readiness Maturity Model enables Supervisory Boards and Directors to assess 
their current oversight capabilities and benchmark progress toward full SAIGF adoption. 
It translates legal duties, regulatory expectations, and market signals into five maturity levels. 

 

Level 1 – Ad Hoc (Unaware) 

• AI risks not recognized as “material risks.” 
• No AI-related agenda items at the Board or committees. 
• Discussions reactive, triggered only by external events or media reports. 
• No documentation, no Board training, no reporting lines. 

Exposure: Board vulnerable to fiduciary breach (Caremark/ARAG) for lack of 
oversight system. 

 

Level 2 – Emerging (Aware) 

• AI risks acknowledged verbally in Board discussions, but without structure. 
• Management presentations occur occasionally (ad hoc briefings by CIO/CTO). 
• No defined oversight mandate; committees do not carry AI in their Terms of 

Reference. 
• Directors rely heavily on external consultants for context. 

Exposure: Awareness exists, but fiduciary defense is weak—no evidence of a 
“functioning oversight system.” 

Level 3 – Structured (Foundational Oversight) 
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• Board formally defines AI as a material risk domain. 
• AI Governance Literacy for Boards™ introduced; some directors trained. 
• AIGN Board AI Risk Dashboard™ and Quarterly AI Governance 

Reports piloted. 
• Incident escalation pathways drafted. 
• Risk/Audit Committee minutes reflect AI oversight. 

Position: Foundational oversight system in place; Board can evidence efforts, but not 
yet consistently assured. 

Level 4 – Embedded (Operational Oversight) 

• AI oversight codified in committee charters (Audit, Risk, or Technology & AI 
Committee). 

• AI Governance Literacy for Boards™ mandatory for all directors. 
• Quarterly AI Governance Reports integrated in Board packs. 
• Incident & escalation playbooks tested in drills. 
• Annual Statement of AI Governance disclosed alongside ESG and corporate 

governance reports. 
• Internal Audit tests AI oversight effectiveness. 

Position: Board oversight is systematic, documented, and auditable—compliance and 
fiduciary duties demonstrably fulfilled. 

Level 5 – Transformative (Leadership & Standard-Setting) 

• AI oversight fully integrated into AIGN OS 7-layer model. 
• Board members hold Certified AI Governance Board Member™ status. 
• External assurance validates AI governance disclosures. 
• AI governance integrated into enterprise risk management (ERM) and ESG reporting. 
• Board publishes AI Governance Statement proactively, positioning oversight as 

a trust differentiator. 
Position: The Board is not only compliant but a global leader in AI governance, 
shaping investor confidence, regulatory trust, and societal legitimacy. 

 

Strategic Use of the Model 

• Self-assessment: Boards can identify their current maturity level. 
• Roadmapping: Defines the next steps toward SAIGF adoption. 
• Certification: Enables external validation of Level 4 and Level 5 oversight maturity. 
• Benchmarking: Creates comparability across industries and markets. 

Summary: 
The	Board Readiness Maturity Model	is	the	measuring instrument	of	SAIGF:	it	
allows	Boards	to	demonstrate	progress,	prove	fiduciary	diligence,	and	
eventually	position	themselves	as	trust leaders in AI governance. 
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22. Conclusion & Call to Action – From Liability to 
Leadership 

Supervisory Boards and Directors are at a historic inflection point. 
For decades, fiduciary law (Caremark, ARAG/Garmenbeck) demanded oversight of “mission-
critical risks.” Today, with the EU AI Act, ISO/IEC 42001, and global market signals, AI has 
become that mission-critical risk. 

Yet, the structural vacuum is evident: Boards are aware, but unprepared. No literacy 
requirements. No oversight instruments. No assurance frameworks. No codified duty of 
competence. 

The AIGN Supervisory AI Governance Framework™ (SAIGF) fills this vacuum. It is 
the world’s codified, certifiable framework for AI oversight at the Board level—
providing: 

• Mandate & Liability alignment with fiduciary law. 
• Literacy as duty through AI Governance Literacy for Boards™ . 
• Operational instruments like the AIGN Board AI Risk  

Dashboard™  and Quarterly AI Governance Reports . 
• Structural clarity with Committees & Decision Rights Matrix™. 
• Assurance pathways aligned with EU AI Act, ISO/IEC 42001, NIST AI RMF. 
• Transparency & disclosure via the Annual Statement of AI Governance. 

From oversight gap to governance system 

With SAIGF, Boards move from exposure to accountability: 

• From fragmented consultant slide decks → to systematic oversight architecture. 
• From liability vulnerability → to defensible compliance. 
• From ad hoc awareness → to certifiable competence. 
• From hidden risk → to public trust leadership. 

The AIGN Milestone 

• Mover: No other global institution or Big4 has produced a codified, Board-specific AI 
governance framework. 

• Integration: SAIGF is not a standalone guide—it is anchored in AIGN OS, ensuring 
systemic interoperability. 
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• IP protection: Proprietary terminology, tools, and certification pathways ( AI  
Governance Literacy for Boards™, Certified AI Governance Board Member™ ) 
make SAIGF uncopyable. 

• Global standardization: Just as the OECD Principles of Corporate Governance 
became a reference point, SAIGF is poised to become the OECD moment for AI 
Governance in the Boardroom. 

Call to Action 

• Boards: Adopt SAIGF now to fulfill fiduciary duties, reduce liability, and signal trust 
to regulators and investors. 

• Regulators & Institutes: Reference SAIGF in governance codes and oversight 
guidance, creating global harmonization. 

• Enterprises: Integrate SAIGF tools into Audit & Risk Committees, moving from 
aspiration to assurance. 

• Directors: Commit to AI Governance Literacy for Boards™  and certify as AIGN  
Certified AI Governance Board Member™ . 

 

Final Word 

Governance is no longer a policy conversation. 
It is a system conversation. 

With the Supervisory AI Governance Framework™, AIGN sets a new global standard: 
AI governance becomes visible, auditable, certifiable—anchored at the highest level of 
corporate accountability. 

From liability to leadership: SAIGF is the future of Board oversight. 

 

23. Framework Architecture – SAIGF Components 
The AIGN Supervisory AI Governance Framework™ (SAIGF) translates fiduciary duties 
and regulatory requirements into a codified oversight architecture. It provides Boards 
with seven interconnected components that transform abstract responsibility 
into operational, certifiable practice. 

1. Mandate & Liability – Formal recognition of AI as material risk 

• Boards explicitly classify AI as a material enterprise risk under fiduciary duties. 
• This aligns with Caremark (Delaware) and ARAG/Garmenbeck (Germany): 

Boards must ensure a functioning oversight system for mission-critical risks. 
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• Committee charters and Board agendas include AI oversight as a standing duty. 
Outcome: AI governance becomes a Board mandate, not a management courtesy. 

 

2. AI Governance Literacy for Boards™ – Competency requirement and training 

• Modeled after Financial Literacy  requirements for Audit Committees. 
• All directors must achieve baseline competence in: 

o AI definitions and risk categories under the EU AI Act. 
o Bias, safety, explainability, and accountability mechanisms. 
o Reading AI risk dashboards and interpreting compliance reports. 

• Delivered through an AIGN certification pathway: Certified AI Governance Board  
Member™ . 
Outcome: Boards gain independence from consultants and can credibly challenge 
management. 

3. Oversight Instruments – Dashboard, Reports, Escalation Playbooks 

• AIGN Board AI Risk Dashboard™: standardized KPIs on AI systems, compliance, 
incidents. 

• Quarterly AI Governance Reports: structured, management-to-board reporting, 
aligned with ESG and compliance reporting. 

• Incident & Escalation Playbooks: thresholds and pathways ensuring material AI 
incidents reach the Board without delay. 
➡ Outcome: Oversight is visible, comparable, and audit-ready, moving from ad 
hoc slides to structured evidence. 

4. Committees & Roles – Board structures with clear mandates 

• Oversight anchored in existing Audit or Risk Committees, or in a 
dedicated Technology & AI Committee for high-exposure sectors. 

• Committee Terms of Reference explicitly include AI governance. 
• A designated Board member (chair or lead director) assumes AI oversight 

responsibility. 
Outcome: AI oversight is institutionalized, not dependent on individual interest. 

5. Decision Rights Matrix – Separation of duties 

• A clear matrix defines responsibilities between Board and management: 
o Board: approve AI risk appetite, oversee high-risk system adoption, stop 

deployment if compliance thresholds fail. 
o Management: operate AI systems, implement controls, escalate incidents to 

the Board. 
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• Prevents accountability gaps and grey zones. 
Outcome: Directors govern risk appetite and oversight, management 
governs execution. 

6. Assurance & Certification – Integrated audit pathways 

• Oversight effectiveness validated through: 
o Self-assessment kits for Boards. 
o Internal Audit modules mapping AI oversight to EU AI Act, ISO/IEC 

42001, NIST AI RMF. 
o External certification under AIGN licensing, providing assurance-grade 

evidence. 
Outcome: Oversight is auditable, defensible, and certifiable—mitigating 
liability risk. 

 

7. Transparency & Disclosure – Annual Statement of AI Governance 

• Boards publish an Annual AI Governance Statement in line with ESG/Corporate 
Governance reporting. 

• Content includes: AI system inventory, governance structures, incidents, risk 
mitigations, regulatory alignment. 

• Disclosure aligns with investor expectations and regulatory demands (EU AI Act, UK 
Code). 
Outcome: AI governance becomes visible to regulators, investors, and society, 
reinforcing trust. 

 

Summary 

The SAIGF Architecture provides Boards with a complete toolkit: 

• Mandate makes AI oversight unavoidable. 
• Literacy builds director competence. 
• Instruments deliver measurable oversight. 
• Committees & roles institutionalize accountability. 
• Decision rights clarify boundaries. 
• Assurance makes oversight verifiable. 
• Transparency signals trust externally. 

Together, these seven components transform AI oversight from a legal expectation into 
a certifiable governance system—anchored in AIGN OS and uncopyable as intellectual 
property. 
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24. Core Tools & Artefacts – Operational Enablers of 
SAIGF 

The Supervisory AI Governance Framework™ (SAIGF) becomes actionable through a set 
of core tools and artefacts. These instruments translate fiduciary duties into repeatable, 
auditable practices—providing Supervisory Boards with the same level of oversight 
precision that already exists for finance, audit, and ESG. 

 

1. AIGN Board AI Risk Dashboard 

• Purpose: A standardized, Board-ready dashboard consolidating all AI-related risks. 
• Content: 

o Inventory of AI systems in use (with classification by criticality, sector, and AI 
Act risk tier). 

o Compliance status (EU AI Act, ISO/IEC 42001, internal policies). 
o Key risk indicators (bias detection, explainability, robustness, incident 

frequency). 
o Trend analysis (AI adoption rate vs. control maturity). 

• Design: One-page, repeatable, consistent—optimized for Audit/Risk Committee 
review. 
Impact: Directors see AI risks at a glance, comparable quarter by quarter, audit-ready. 

 

2. Quarterly AI Governance Report Template 

• Purpose: Creates a structured, recurring flow of information from management to the 
Board. 

• Content: 
o AI compliance update (regulatory obligations met/unmet). 
o Risk incidents and escalation log. 
o Corrective actions and management responses. 
o Forward-looking risk scenarios (emerging AI systems, external regulatory 

changes). 
• Integration: Delivered alongside financial, audit, and ESG reports each quarter. 

Impact: Boards can prove they received, reviewed, and responded to AI risk 
information systematically. 

 

3. Board AI Decision Rights Matrix 
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• Purpose: Defines the boundary between Board responsibilities and management 
execution. 

• Structure: 
o Board level: Approve AI risk appetite, endorse AI governance policies, halt 

non-compliant AI deployments. 
o Management level: Operate, test, monitor AI systems; escalate incidents 

beyond thresholds. 
• Format: Tabular matrix integrated into committee charters. 

Impact: Eliminates grey zones; ensures fiduciary duties are met without micro-
management. 

4. Incident & Escalation Playbook 

• Purpose: Provides clear protocols for AI-related incidents, ensuring timely Board 
notification. 

• Content: 
o Pre-defined incident categories (bias, data breach, system failure, regulatory 

breach). 
o Escalation thresholds (e.g., reputational risk, financial exposure, regulatory 

reportable events). 
o Notification timelines (24h / 72h / quarterly). 
o Roles & responsibilities (management owner, Board committee receiver, 

external auditor). 
• Integration: Aligns with existing enterprise crisis management protocols. 

Impact: Boards can show regulators and courts that a working reporting 
system exists—satisfying Caremark/ARAG duties. 

5. AI Governance Literacy Curriculum & Certificate 

• Purpose: Establishes baseline competence across the Board, comparable to financial 
literacy. 

• Structure: 
o Training modules (AI Act, ISO/IEC 42001, bias/safety risks, oversight 

techniques). 
o Case studies of AI failures and oversight responses. 
o Practical dashboards and report interpretation exercises. 

• Certification: AIGN issues the Certified AI Governance Board  
Member™  designation after completion. 
Impact: Boards move from dependency on consultants to self-sufficient oversight 
competence. 

Summary 

Together, these core artefacts operationalize SAIGF: 

• Dashboard creates visibility. 
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• Reports ensure systematic information flow. 
• Decision Matrix defines responsibility. 
• Playbooks establish escalation discipline. 
• Literacy & Certification guarantee competence. 

By providing Boards with repeatable, auditable instruments, AIGN ensures AI governance 
is not aspirational but systemic, defensible, and certifiable. 

 

25. Integration into AIGN OS – SAIGF as a Governance 
Layer Extension 

The Supervisory AI Governance Framework™ (SAIGF) is not a standalone guide. It 
is natively integrated into AIGN OS – The Operating System for Responsible AI 
Governance, embedding Board oversight into the seven-layer architecture. This ensures 
that AI governance is not only managed within the enterprise but also anchored at the 
highest fiduciary level. 

 

Layer 1 – Roles & Accountability 

• Integration: SAIGF defines the Board mandate for AI oversight, including explicit 
fiduciary responsibility. 

• Instruments: Decision Rights Matrix™, Committee Charters, Mandate recognition of 
AI as material risk. 
Result: AI governance is positioned as a Board-level duty, equal to finance and audit. 

Layer 2 – Policies & Standards 

• Integration: Boards approve and oversee enterprise AI policies, ensuring alignment 
with external regulations (EU AI Act, ISO/IEC 42001). 

• Instruments: Board review of AI governance frameworks and exception approvals. 
Result: Policies are validated and enforced at Board level, not left solely to 
management. 

 

Layer 3 – Risk & Assurance 

• Integration: SAIGF introduces Board AI Risk Dashboard™, Quarterly AI 
Governance Reports, and assurance pathways. 

• Instruments: Self-assessment kits, internal audit modules, external certification. 
Result: Risk oversight becomes auditable, repeatable, defensible—fulfilling 
Caremark/ARAG duties. 
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Layer 4 – Processes & Controls 

• Integration: Boards oversee management’s control systems through escalation 
playbooks and oversight reports. 

• Instruments: Incident thresholds, reporting protocols, corrective action reviews. 
Result: Control failures cannot remain hidden; Boards ensure operational 
discipline in AI governance. 

 

Layer 5 – Technology & Data 

• Integration: Boards do not manage AI systems directly but require assurance that 
data quality, robustness, and bias controls are in place. 

• Instruments: Board review of compliance with technical standards (logging, testing, 
monitoring). 
Result: Boards exercise strategic oversight of AI technology risks without 
operational micro-management. 

 

Layer 6 – Culture & Competence 

• Integration: SAIGF establishes AI Governance Literacy for Boards™ as 
mandatory baseline competence. 

• Instruments: Training curriculum, case study exercises, Certified AI Governance  
Board Member . 
Result: Boards are self-sufficient and knowledgeable, reducing reliance on external 
advisors. 

 

Layer 7 – Trust & Certification 

• Integration: Boards publish an Annual AI Governance Statement as part of 
governance reporting. 

• Instruments: Disclosure templates, external certification seals, assurance evidence. 
Result: Oversight becomes visible to investors, regulators, and society, reinforcing 
trust at the highest level. 

 

Summary 

By embedding SAIGF into all seven layers of AIGN OS, AIGN delivers: 
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• A systemic architecture where Board oversight is inseparable from enterprise AI 
governance. 

• A codified, certifiable pathway from fiduciary duty to operational assurance. 
• An uncopyable IP position: no consultant slide deck or fragmented guide can 

replicate this systemic integration. 

SAIGF is thus not just a Board framework—it is the Board extension of the world’s AI 
Governance Operating System. 

 

26. SAIGF Board Readiness Benchmarking & Licensing 

 

1. Purpose & Principle 

The Board Readiness Maturity Model (Chapter 21) defines five levels of supervisory 
readiness in AI Governance. To make this scale usable, comparable, and certifiable, AIGN 
introduces an official Benchmarking & Licensing Model. 
The goal: Differentiation, comparability, and certification of Boards worldwide. 

2. Open Access (free) 

• The description of the five levels (Ad Hoc → Transformative) is publicly accessible 
and free to cite. 

• Companies may use the maturity levels internally for orientation (“Light Self-
Assessment”). 

• Limitation: No seal, no external communication, no comparability without a 
license. 

 

3. Licensed Components (commercial use) 

Exclusively accessible via AIGN or certified partners: 

1. SAIGF Benchmarking Scorecard™ 
o 20–30 indicators per level (Dashboard, Literacy, Reports, Escalation, 

Disclosure). 
o Standardized scoring logic (0–100 points). 
o Delivered as heatmap and scorecard. 

2. SAIGF Maturity Certificate™ 
o Independent validation of Level 3 (“Foundational”), Level 4 (“Operational”), 

Level 5 (“Leadership”). 
o Official certificate carrying the AIGN Trust Label. 
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o Usable for Investor Relations, ESG disclosures, and Governance Statements. 
3. Board Readiness Benchmark Report™ 

o Industry- or country-level reports (e.g., DAX, FTSE, S&P500). 
o Licensed for investors, regulators, rating agencies. 

4. SAIGF Benchmark Dashboard™ 
o Digital tool (Excel/API/Web) for continuous self-assessment. 
o Integrated into AIGN OS Governance Layers (Layer 3 & 7). 

 

4. Licensing Model 

• Internal self-assessment (free): Orientation only. 
• External use (licensed): 

o Public communication of maturity levels (“we are Level 4”). 
o Use of scorecards, dashboards, benchmark reports. 
o Issuance of official certificates. 

• Certified partners: 
o Board institutes, Big4, governance associations. 
o May only conduct benchmarks/audits under an AIGN license. 

 

5. Strategic Benefits 

• For Boards: Clear view of their maturity, defensible position vis-à-vis investors and 
regulators. 

• For Investors: Comparability of AI Oversight across companies and markets. 
• For Regulators: A measurable instrument of governance maturity, linkable to 

Corporate Governance Codes. 
• For AIGN: 

o IP-secured benchmarking and certification logic. 
o A globally exclusive licensing product. 
o Thought leadership and standard-setting role in Board-level AI governance. 

 

6. IP & Enforcement 

• Protected terminology: 
o SAIGF Benchmarking Tool™ 
o SAIGF Maturity Certificate™ 
o Board Readiness Benchmark Report™ 

• Unlicensed use, rebranding, or “free certificates” = IP infringement (global 
enforcement). 

• Jurisdiction: Munich, Germany; international IP treaties (TRIPS, WIPO, EU IPR) 
apply. 
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7. Outcome 

The SAIGF Benchmarking & Licensing model transforms the Board Readiness Maturity 
Model into a market-ready, exclusive differentiation instrument: 

• Open Access: orientation only. 
• Licensed Use: scorecards, certification, benchmark reports. 
• Result: The world’s standardized AI Oversight Benchmarking solution for 

Boards – uncopyable through IP protection and fully integrated into AIGN OS. 

 

27. Framework Governance, Usage and Licensing 

Purpose & Principle 

The AIGN Framework for Responsible AI Governance—including all cultural components, 
tools, and certification logic—serves the global public interest. 
Open access does not mean ungoverned use: Integrity, intellectual property protection, and 
brand stewardship are essential to ensure trust at an international level. 

1. Intellectual Property & Protection Rights 

The entire AIGN Framework—including all concepts, tools, methodologies, certification 
logic, terminology, visual elements, indicators, and documentation—is the intellectual 
property of 
AIGN – Artificial Intelligence Governance Network (represented by founder Patrick 
Upmann), unless explicitly stated otherwise. 

Protection is enforced under national and international IP law, including but not limited to 
copyright, trademark, database rights, and related rights (e.g. WIPO, Berne Convention, 
TRIPS, EU IPR). 
All rights not expressly granted remain reserved. 

2. Permitted Uses (Open Access – Non-Commercial / Public Interest) 

Free use of the Framework is permitted under the following conditions: 

• Internal, non-commercial application (e.g. self-assessment, culture development, 
training) within organizations 

• Academic, educational, and public-interest research (including open science, 
international studies, university teaching) 

• Policy analysis, public sector programs, and governmental use (provided there is 
no commercial intent) 
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• Non-commercial referencing and citation in publications, media, or standards 
(provided attribution is maintained; see below) 

Not permitted without explicit prior written consent: 

• Commercial certification, auditing, label issuance, or promotion using AIGN marks 
• Commercial sale, sublicensing, SaaS/tool hosting, or paid training/workshops 
• Rebranding, white-labelling, spin-offs or derivative frameworks (including by 

consortia or joint ventures) 
• Any suggestion of official partnership/affiliation without a formal agreement 

3. Protected & Licensed Components (Explicitly Including Culture Tools) 

The following elements are strictly licensed and may only be used, distributed, or 
displayed by AIGN or certified partners: 

Element / Tool / Label Protection Status 

AIGN Global Trust Label, Education Trust Label Certification marks, protected & issued 
exclusively 

Agentic AI Verified Badge Only via AIGN-certified assessment 
Trust Scan, ARAT, Risk Heatmap, Culture Scan Proprietary tools, license required 
Governance Culture Maturity Model & 
Capability Indicators 

Method protection, licensed for audits 
only 

Culture Playbooks, Redline Register, Ethics 
Reflex Canvas Copyrighted tools, use subject to license 

KPI dashboards, Stakeholder Voice Module Protected software/logic, license required 

Certification & audit reports May only be issued or used by 
AIGN/partners 

All derivatives, adaptations, sectoral or language versions, translations, and API 
integrations require written permission. 

 

4. Commercial Use, Licensing, and Derivative Works 

Any commercial or public-facing use, adaptation, consulting, certification, distribution, 
or integration of the Framework (in whole or in part, including digital delivery) requires: 

1. A formal AIGN Partner Agreement (with quality assurance & ethics provisions) 
2. A valid AIGN License for the intended purpose, territory, and sector 
3. Commitment to AIGN standards, reporting, and auditability 
4. Clear differentiation between AIGN methods and any local extensions/adaptations 
5. Written approval for all derivatives, translations, or new sector/language versions 
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AIGN reserves the right to publicly list violations, revoke access, and pursue international IP 
enforcement (IP notices, global blacklists, DMCA, etc.). 

 

5. Attribution & Open Access Policy 

Whenever the Framework is used, referenced, or cited (in any medium, document, tool, or 
training), the following attribution must be clearly visible: 

“This concept is based on the AIGN Framework for Responsible AI Governance, developed 
by AIGN – Artificial Intelligence Governance Network (www.aign.global). All rights 
reserved.” 

Failure to attribute, misuse, or manipulation constitutes an IP violation. 
AIGN may publicly warn against “cultural washing”, rebranding, or unauthorized 
certification and will enforce rights as necessary. 

6. Certified Partnership & Licensing Model 

Anyone seeking to use the AIGN Framework commercially (training, audits, certification, 
tools, consulting, EdTech, etc.) must: 

• Apply as a Certified Partner (subject to background check) 
• Sign a license and partnership agreement 
• Participate in regular training, reporting, and QA reviews 
• Undergo annual review (with optional public listing at aign.global/partners) 

Breaches may result in immediate termination, blacklisting, and legal action, including 
claims for damages. 

7. International Enforcement & Jurisdiction 

• AIGN will pursue infringements (rebranding, misuse, fake labels, unauthorized 
derivatives) globally—using all available remedies (IP notices, DMCA takedowns, 
international arbitration, civil courts, INTERPOL notices in severe trademark cases). 

• Place of jurisdiction for all disputes is Munich, Germany; German law applies, with 
international IP treaties and conventions as applicable. 

• For multi-jurisdictional cases, enforcement extends to local laws and international 
agreements (TRIPS, WIPO, EU IPR, Berne Convention, etc.). 

8. Open Science, Public Interest & Limitations 

• For public interest, policy, and educational projects, free Open Science licenses 
may be granted on request. 
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• The Framework may be used—upon request—for international governance projects 
(governments, NGOs, UN/UNESCO initiatives), provided all requirements 
(attribution, non-commercial use, no rebranding) are strictly observed. 

• This Framework is not a substitute for legal advice, is not an official audit or 
certification instrument, and carries no warranty of legal sufficiency. 

 

• Application is at the user’s own risk; AIGN assumes no liability for misuse, 
misinterpretation, or non-compliance with local regulations. 

9. Closing Statement 

The AIGN Framework for AI Governance Culture is designed as a public good—but only 
clear governance of use, licensing, and protection ensures its integrity and effectiveness. 
Open access—but never open abuse. 
If trust is the product, integrity is the process. 

© 2025 AIGN – Artificial Intelligence Governance Network. All rights reserved worldwide. 

 

Legal Notice: 
This document and all associated tools, visuals, labels, methods, and content are protected by 
copyright and trademark laws worldwide. No translation, adaptation, reproduction, or 
commercial use (including digital/API) without written permission. 
All mentioned trademarks are the property of their respective owners. 
References to third-party standards (EU AI Act, ISO/IEC 42001, NIST, OECD, etc.) are for 
comparison/educational purposes only; no affiliation, endorsement, or liability is implied. 
This document is not legal advice and is not an official audit instrument. 

 


