
AIGN - Ethics Global Navigation Model 

5 Stages for a comprehensive framework for implementing and strengthening AI ethics in companies

Define Core Principles
Align with Standards
Ethics Charter

Risk Mapping
Impact Scoring
Scenario Planning

Ethics by Design
Diverse Development Teams 
Testing for Bias

Ethics Board
Policies and Protocols: 
Regulatory Alignment

Outcome
  Continuous ethical oversight and

improvement of deployed AI systems.

Outcome
 A clear and shared understanding of
ethical priorities within the organization..

Outcome
   A systematic understanding of risks and a

roadmap for mitigation.

Outcome
  Ethically robust AI systems that are less

prone to bias and harm.

Outcome
  Transparent and enforceable mechanisms

to uphold ethical practices.

Ethical Foundation
 Objective: Establish a strong base of ethical principles tailored to
the organization’s values and industry context.
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Real-Time Monitoring
Feedback Loops
Periodic Audits

Risk & Impact Assessment
 Objective: Identify and evaluate the ethical implications and risks
associated with AI systems.

Design &  Development Integration
 Objective: Embed ethical considerations throughout the AI design
and development lifecycle.

Governance & Compliance
 Objective: Create a governance framework that ensures
accountability and adherence to ethical guidelines.

Deployment & Monitoring
 Objective: Ensure that ethical practices are maintained during and
after AI deployment.

 The AIGN Ethics Navigation Model, conceptualized by Patrick Upmann, is an innovative and holistic framework designed to empower organizations in addressing, implementing, and fortifying ethical practices within AI systems. It acts as a
strategic compass, guiding enterprises through the intricate and ever-evolving landscape of AI ethics. By ensuring a balance between compliance, responsibility, and innovation, this model supports organizations in navigating ethical
challenges and leveraging opportunities effectively.
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